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As the clock frequency and chip size of high-performance microprocessors
increase, it becomes increasingly difficult to distribute signals across the chip, due to
increasing propagation delays and decreasing allowable clock skew. This dissertation pre-
sents the design, implementation, and feasibility of a wireless interconnect system for
clock distribution. The system consists of transmitters and receivers with integrated anten-
nas communicating via electromagnetic waves at the speed of light. A global clock signal
is generated and broadcast by the transmitting antenna. Clock receivers distributed
throughout the chip detect the signal using integrated antennas, amplify and divide it down
to a local clock frequency, and buffer and distribute these signals to adjacent circuitry.

First, the design and implementation of CMOS receiver circuitry used for wireless
interconnects is presented. A design methodology is developed for CMOS low noise
amplifiers and demonstrated with a QuB8t, 900-MHz amplifier achieving a 1.2-dB noise

figure and a 14.5-dB gain. Amplifiers are also demonstrated at 7.4, 14.4, and 23.8 GHz,

viii



using 0.25-, 0.18-, and 0.1m technologies, respectively. A design methodology based
on injection locking is developed for CMOS frequency dividers, and a programmable
divider which limits clock skew is presented. Dividers operating up to 10, 15.8, and 18.8
GHz are demonstrated, implemented in 0.25-, 0.18-, and |@niOtechnologies,
respectively.

Results for the overall wireless interconnect system are then presented. System
requirements (gain, matching, noise, linearity) for wireless clock distribution are derived,
including specifications for signal-to-noise ratio versus clock jitter, and amplitude mis-
match versus clock skew. Wireless interconnect systems are demonstrated for the first time
using on-chip antenna pairs, clock receivers, and clock transmitters. The interconnects
operate across 3.3 mm at 7.4 GHz, using a u&btechnology, and across 6.8 mm at 15
GHz, using a 0.1&m technology. Using the 6.8-mm, 15-GHz interconnect, a 25-ps clock
skew and 6.6-ps peak jitter have been measured at 1.875 GHz for two receivers separated
by ~3 mm. Finally, the wireless interconnect system is analyzed in terms of power dissipa-
tion, synchronization, process variation, latency, and area. These results indicate the

feasibility of an intra-chip wireless interconnect system using integrated antennas.



CHAPTER 1
INTRODUCTION

1.1 Global Interconnect Challenges

According to the 1999 International Technology Roadmap for Semiconductors
(ITRS) [SIA99], at the 0.10 and 0.05m technology generations, chip areas for high-per-
formance microprocessors are projected to be approximately 620 and 8%,Ora$pec-
tively. On-chip global clock frequencies are projected to be 2 and 3 GHz, while local clock
frequencies are projected to be 3.5 and 10 GHz, respectively. These trends for high-perfor-
mance microprocessors are shown in Table 1-1. In such integrated circuits (ICs), the delay
associated with global interconnects--those which connect functional units across the
IC--has become much larger than the delay for a single logic gate (herein termed
gate-delay). This is shown in Figure 1-1, which plots the global interconnect delay and
gate-delay versus minimum feature size [SIA99, Boh95]. As feature size decreases,
gate-delay decreases, illustrating the well-known fact that transistor scaling improves
device performance and chip density simultaneously. However, the propagation delay of a
voltage wave is approximately equal to 0.35%£We392], wherd is the length of a wire,
and R and C are its resistance- and capacitance-per-unit-length. As the CMOS technology
is scaled to smaller feature sizes, both the RC time-constant [Boh95, Tau98] and the chip
area [9) increase. Therefore, the global interconnect delay increases and quickly begins to

dominate the overall system delay.



Table 1-1 Technology Trends of Semiconductor Industry for Microprocéssors

Year 1999 2002 2005 2008 2011
Technology Node 180nm 130nm 100nm 70nm 50nm
Microprocessor Gate 140 85-90 65 45 30-32
Length (nm)

Microprocessor Chip 450 ~508 622 713 817
Size (mnf)

Linear Dimension of 21.2 22.5 24.9 26.7 28.6
Chip (mm)

Local CLK (MHz) 1,250 2,100 3,500 6,000 10,00
Global CLK (MHz) 1,200 1,600 2,000 2,500 3,000
Metal Layers 7 8 9 9 10
Power Dissipation (W 90 130 160 170 174
10% Global Skew 83 62 50 40 33

Requirement (ps)

*Source: 1999 International Technology Roadmap for SemiconduSizx9 9]

100
e—e Gate-delay
=—=a Global delay, Al and k=4
80| |+—eGlobal delay, Cu and k=2

2 . d ? ——
250 180 130 100 70 50
Technology Generation (nm)

0
500 350

Figure 1-1 Global interconnect delay and gate-delay versus technology generation for

aluminum and copper metallization and conventional andklalielectrics.

To offset this problem, copper (Cu) interconnects and kodielectrics have been
introduced, decreasing the global propagation delay by a ratio of approxinpgigiy,./

PalKcony Wherep is the resistivity of copper (aluminum) amdis the relative dielectric
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constant for lowk (conventional) dielectrics. This corresponds to a downward shift in the
global delay plotted in Figure 1-1. Unfortunately, since the delay scales with chip area,
despite the addition of copper and lewdielectrics, global interconnect delay will con-
tinue to increase with succeeding generations of microprocessors. Copper ard low-
dielectrics only extend the lifetime of conventional (i.e., traditional conductor) intercon-
nect systems a few technology generations. In particular, the global delay is still much
larger than the gate-delay for the O{i-technology node and beyond.

The global interconnect delay is especially detrimental to global clock signal dis-
tribution. Global clock signals need to be distributed across the microprocessor with skews
of less than ten percent of the global clock period. With each succeeding generation of
microprocessor, the clock frequency increases, decreasing the clock period and thus the
skew requirement in absolute time. This is in contrast to chip area and propagation delay,
which are both increasing. Hence, techniques are required to equalize the increasingly
large delays of each distributed clock signal to even greater accuracies or lower absolute
clock skews. Another serious issue with global clock distribution is the dispersion associ-
ated with interconnect resistance. A non-zero interconnect resistance causes the harmonics
of the clock signal to travel at different velocities through the interconnect, resulting in an
increase (i.e., slowing) of the rise and fall times of the signal. As the interconnect length is
increased, the rise and fall times increase, and they can ultimately limit the maximum fre-
guency of the signal [Deu98].

Both of the previously stated problems have been somewhat circumvented in the
ITRS for 0.13um generations and beyond by distributing a lower frequency global clock

and allowing functional units to operate off of a higher frequency local clock. However,
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referring to Table 1-1, there is an increasing gap between the projected local and global
clock signal frequencies, underscoring the shortcomings of current global clock distribu-

tion systems. Clearly, advanced interconnect systems capable of distributing high fre-
guency signals with short propagation delays and minimal power dissipation are needed to

address these concerns.

1.2 Proposed Interconnect System

1.2.1 Potential Solutions

Potential solutions to address the limitations of conventional global interconnect
systems can currently be categorized as follows: (1) further modifying the properties of
conductors, such as cooled metal [AlIO0] or superconductive metal, (2) shortening the dis-
tance of global interconnects by using three-dimensional structures, or (3) shifting away
from synchronous computer architectures towards asynchronous architectures. A final cat-
egory of solutions requires thinking even more “outside of the box” and entails research of
a more fundamental nature as follows: (4) using alternative mediums to distribute signals,
such as optical [Mil97] or organic mediums. However, all of the examples just listed
require significant development and/or changes to either the semiconductor materials,
manufacturing process, or circuit design process. An alternative global interconnect sys-
tem of the fourth category is to distribute signals at the speed of light using microwaves
and antennas, employing a conventional CMOS technology. This system is termed a wire-

less or radio-frequency (RF) interconnect system [097, 099, Flo00a].
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Figure 1-2 Conceptual system illustrations of (a) intra-chip and (b) inter-chip wireless
interconnect systems for clock signal distribution.

I\

1.2.2 Description of \weless Interconnect System

The wireless interconnect system consists of integrated receivers and transmitters
with on-chip antennas which communicate across a single chip or between multiple chips
via electromagnetic waves. Wireless interconnects can be used for both data and clock sig-
nals. However, for wireless data, a modulation scheme is required, while for a wireless
clock, only a single tone is required. Therefore, wireless clock distribution is a natural first
step for evaluating the potential of wireless interconnects in general as well as for develop-
ing the key components of a wireless interconnect system. For these reasons, wireless
clock distribution is studied in this work.

A conceptual illustration of a single-chip or intra-chip wireless interconnect sys-
tem for clock distribution is shown in Figure 1-2(a). An approximately 20-GHz signal is
generated on-chip and applied to an integrated transmitting antenna which is located at

one part of the IC. Clock receivers distributed throughout the IC detect the transmitted
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20-GHz signal using integrated antennas, and then amplify and synchronously divide it
down to a ~2.5-GHz local clock frequency. These local clock signals are then buffered and
distributed to adjacent circuitry. Figure 1-2(b) shows an illustration of a multi-chip or
inter-chip wireless clock distribution system. Here the transmitter is located off-chip, uti-
lizing an external antenna, potentially with a reflector. Integrated circuits located on either
a board or a multi-chip module each have integrated receivers which detect the transmitted

global clock signal and generate synchronized local clock signals.

1.2.3 Clock Recger and Tansmitter Architectures

Figure 1-3(a) shows a simplified block diagram for an integrated clock transmitter.

The ~20-GHz signal is generated using a voltage-controlled oscillator (VCO). The signal

PhaseL iUy op ...................
Loop Transmitting
fREF_E PFD Filter vco |t | PA Antonna
: (~20 GHz)
Freq. Divider
(a)
Receiving [, Frequenc >_ Local Clock
LNA q y ocal Cloc
Antenna - - Divider Output
(~20 GHz) (~2.5 GHz)
Analog Output
Buffers Buffers
(b)
Figure 1-3 Block diagrams of (a) integrated clock transmitter and (b) integrated clock

receiver.
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from the VCO is then amplified using a power amplifier (PA), and fed to the transmitting
antenna. The VCO is phase-locked to an external reference using a phase-locked loop
(PLL), providing frequency stability. The PLL consists of a phase-frequency detector
(PFD), a loop filter, the VCO, and a frequency divider.

Figure 1-3(b) shows a block diagram for an integrated clock receiver. The global
clock signal is detected with a receiving antenna, amplified using a low noise amplifier
(LNA), and divided down to the local clock frequency. These local clock signals are then
buffered and distributed to adjacent circuits. The amplifier is tuned to the clock transmis-
sion frequency to reduce interference and noise. Since the microprocessor is extremely
noisy at the local clock frequency and its harmonics, transmitting the global clock at a fre-
guency higher than the local clock frequency provides a level of noise immunity for the
system [Meh98]. Also, operating at a higher frequency decreases the required antenna
size. The receiver is implemented in a fully differential architecture, which rejects com-
mon-mode noise (e.g., substrate noise) [Meh98, Brav00a], obviates the need for a bal-
anced-to-unbalanced conversion between the antenna and the LNA, and provides

dual-phase clock signals to the frequency divider.

1.2.4 Potential Benefits

The wireless clock distribution system would address the interconnect needs of the
semiconductor industry in providing high-frequency clock signals with short propagation
delays. These needs would be met while providing multiple benefits. First, signal propaga-
tion occurs at the speed of light, shortening the global interconnect delay without requir-
ing integrated optical components. Second, the global interconnect wires used in

conventional clock distribution systems are eliminated, freeing up these metal layers for
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other applications. Third, referring to Figure 1-2(b), the inter-chip clock distribution sys-
tem can provide global clock signals with a small skew to an area much greater than the
projected IC size. This is an additional benefit, possibly allowing synchronization of an
entire PC board or a multi-chip module (MCM). Fourth, in the wireless system, dispersive
effects are minimized since a monotone global clock signal is transmitted. Fifth, another
benefit is a more uniformly distributed power load equalizing temperature gradients across
the chip. Sixth, by adjusting the division ratio in the receiver, higher frequency local clock
signals [SIA99] can be obtained, while maintaining synchronization with a lower fre-
guency system clock. Seventh, an intangible benefit of wireless interconnect systems is the
effect they could have on microprocessor or system implementations, potentially allowing
paradigm shifts such as drastically increased chip size. Finally, compared to other poten-
tial breakthrough interconnect techniques, such as optical, superconductive, or organic, a
wireless approach based on silicon seems to be a potential solution which is compatible

with the technology trends of the semiconductor industry.

1.2.5 Areas of Research

The main areas of research for wireless clock distribution are as follows: integrat-
ing compact power-efficient antenna structures, identifying noise-coupling mechanisms
for the wireless clock distribution system and estimating the signal-to-noise ratio that can
be achieved on a working microprocessor, implementing the required 20-GHz circuits in a
CMOS process consistent with the ITRS, and characterizing a wireless clock distribution
system in terms of skew and power consumption and estimating the overall feasibility of

the system. The first two items have been discussed in detail in separate research
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dissertations [Meh98, Brav00Oa, Kim0Oa] and are still being actively pursued, while the

last two items are the subject of this dissertation.

1.3 Owerview of Dissertation

This dissertation focuses on the implementation of an intra-chip wireless clock dis-
tribution system and evaluation of its feasibility, serving as a natural first step for evaluat-
ing the potential of both intra- and inter-chip wireless interconnects. This work will
emphasize the design and implementation of RF CMOS receiver circuitry, and will evalu-
ate the system feasibility by implementing both single-link (one transmitter/one receiver)
and multi-link (one transmitter/multiple receivers) wireless interconnects.

The low noise amplifier (LNA) is the first component in the clock receiver, and
through its low noise figure and moderate gain, it approximately sets the signal-to-noise
ratio of the entire receiver. Generally, CMOS LNAs have had inferior performance com-
pared to silicon bipolar or gallium-arsenide (GaAs) LNAs. Also, there are very few exam-
ples of CMOS LNAs operating above 5.8 GHz. Chapter 2 presents a new design
methodology for source-degenerated CMOS LNAs, examining input and output matching,
gain, and noise parameters. The effects of substrate resistance, gate-induced noise, and
input-matching variations are considered. These methodologies are demonstrated in Chap-
ter 3, where the implementation and measured results of source-degenerated CMOS LNAs
operating at 0.9, 8, and 14 GHz, and implemented in 0.8-, 0.25-, andud18MOS
technologies are presented. Also, a 23.8-GHz tuned amplifier with a common-gate input
implemented in a partially-scaled silicon-on-insulator (SOI) IM-CMOS technology is
presented. These LNAs are intended for use in clock receivers; however, the results are

also applicable to standard CMOS receivers.
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In the clock receiver, the frequency divider translates the ~20-GHz global clock
signal to a ~2.5-GHz local clock signal. The divider must be capable of high frequency of
operation and low input-sensitivity while consuming minimal power. Also the dividers
should be synchronized between receivers to reduce the clock skew. The design and
implementation of high-frequency CMOS frequency dividers are presented in Chapter 4.
This section will present a design methodology based on injection locking for dividers
implemented with source-coupled logic (SCL). These dividers oscillate in the absence of
an input signal; hence, this oscillation can be injection-locked to provide frequency divi-
sion from a low input-swing voltage signal. Measured results of SCL dividers operating up
to 10 and 15.8 GHz, at 2.5 and 1.5V, using 0.25- and quiBEMOS technologies are
presented. Also, a dual-phase dynamic pseudo-NMOS divider [Yan99a] implemented in a
partially-scaled 0.J#m CMOS technology is presented, which operates up to 18.75 and
15.4 GHz on SOI and bulk substrates at 1.5 V, respectively. Finally, an initialization and
start-up methodology to synchronize the dividers in each clock receiver is presented,
which allows for decreasing the systematic skew.

In Chapter 5, the system requirements for the wireless clock distribution system
are developed, translating the clock metrics of skew and jitter into standard RF metrics. To
maximize the power transfer from the clock source to the local clock system, matching,
gain, and antenna requirements are discussed. Clock skew and jitter are then used to set
requirements for the power-level at the input of the frequency divider, the signal-to-noise
ratio (SNR) at the input of the frequency divider, the noise figure for the LNA with
source-follower buffers, and an 1IP3 for the LNA and source-follower buffers. The overall

system requirements are summarized and tabulated.
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The major goal of this research is to demonstrate the operation of a wireless clock
distribution system and evaluate its feasibility. Chapter 6 tackles the first of these two
goals by demonstrating the operation and plausibility of a wireless clock distribution sys-
tem. First, an overview of antenna fundamentals is presented along with measured on-chip
antenna characteristics for test-chips implemented in 0.25- andudn18MOS technolo-
gies. Antenna transmission gain, phase, and impedance results for linear dipole, zigzag
dipole, loop antennas, and antennas in direct contact with the substrate are presented. Two
single-receiver interconnects and one single-transmitter interconnect are then presented,
demonstrating wireless interconnects for the first time. These interconnects operate at 7.4
GHz across 3.3 mm using the 0.5 technology and at 15 GHz across 5.6 and 6.8 mm
using the 0.18tm technology. Also, a double-receiver wireless interconnect with a pro-
grammable divider is demonstrated, and the clock skew and jitter are obtained.

Chapter 7 evaluates the feasibility of a wireless clock distribution system in terms
of power consumption, process variation, synchronization, latency, area, and design verifi-
cation. The worst-case clock skew and jitter are estimated and compared to the measured
skew and jitter presented in Chapter 6. This chapter will show that comparable power con-
sumption, skew, and jitter can be obtained with a wireless clock distribution system, as
compared to conventional systems, with potential costs of added area and more difficult
design verification. Finally, this chapter contains conclusions on the overall feasibility of a

wireless clock distribution system and on this work in general, and suggests future work.



CHAPTER 2
CMOS LOW NOISE AMPLIFIERS

2.1 Owerview

2.1.1 Scope of LN Research

A key building block for the clock receiver, as well as for the front-end of super-
heterodyne and direct conversion receivers, is the low noise amplifier (LNA). Due to its
moderate to high gain as well as its low noise figure, the LNA approximately sets the over-
all signal-to-noise ratio of the receiver by reducing the impact of noise from subsequent
stages. This is equivalent to saying that when the LNA is properly designed, the total
receiver noise figure is roughly that of the LNA. For a cascaded system, the total noise fac-

tor (F) and noise figure (NF) are given by the following formulas [Gon97]:

_ (S N)input _ F1+F2_1+F3_1
(S/ N)output G1 GlGZ

+...,and (2.2)

NF = 100og(F), (2.2)
where (S/N) is a signal-to-noise ratio, angdafad G are the noise factors and available
power gains, respectively, of individual stages in the receiver. As can be seen, the noise
contributions from latter stages are divided by the total gain preceding them--a process
known as “input-referring.” Thus, to minimize the total noise figure, the first stage in the
receiver should amplify the input signal while adding minimal noise.
For the wireless interconnect application, a CMOS technology is required to be

consistent with the ITRS. However, RF CMOS circuitry has only recently been under

12
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investigation by researchers, with most of the research occurring at frequencies below 6
GHz. The limited work in CMOS is due to the stringent performance requirements of con-
ventional wireless standards (e.g., Global System for Mobile (GSM) or Global Positioning
Systems (GPS)), which has necessitated the use of GaAs or silicon bipolar technologies.
However, CMOS technologies can potentially reduce the overall cost of the transceiver by
allowing increased levels of integration, with the single-chip radio being an ultimate goal.
For CMOS technology to compete with silicon bipolar or GaAs technologies for wireless
applications, it must at least deliver the minimum necessary performance at a reduced sys-
tem-level cost. From a performance standpoint, to be competitive with bipolar or GaAs
LNAs, CMOS LNAs must equal or surpass their low power consumptions of approxi-
mately 10 mW and their low noise figures of approximately 2 dB [Sha97]. From a cost
standpoint, the LNA should be implemented in a standard digital CMOS technology with-
out any specialty passive components, and the LNA should require a minimal number of
external components.

While recent works have demonstrated the potential of CMOS LNAs for ~1-GHz
applications, they generally have difficulty in attaining both low noise figure and low
power consumption simultaneously [Sha97, Stu98, Hua98]. Alternately, if they do meet
the low noise and low power, it is made possible by using either modified CMOS technol-
ogies or external matching networks [Gra00, Hay98]. Also, at this time, other than work
that the author has participated in or originated, CMOS LNAs operating above ~5.8 GHz
have not been reported. The following two chapters present the design and implementa-
tion of CMOS LNAs operating between 0.9 and 24 GHz. An explicitly defined design

methodology is presented in this chapter which considers gain, noise figure, input
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matching, and output matching. Implementation results for four different LNAS, operating

at 0.9, 8, 14, and 23.8 GHz, respectively, are then presented in the next chapter.

2.1.2 Performance Metrics of 144

As mentioned above, to minimize the receiver’s noise figure, the LNA is required
to have moderate to high gain and low noise figure. Examining (2.1), it would seem that
the LNAs gain can be increased arbitrarily, thereby minimizing the noise figure and
improving the sensitivity of the receiver. However, this is not the case due to the effect of
LNA gain on receiver linearity. Linearity is typically measured in terms of a third-order
intercept point (IP3) which is usually input-referred (IIP3). The IP3 is the output power at
which the third-order intermodulation products are equal to the desired linear component.

The expression for the total 1IP3 for a cascaded system can be expressed as follows:

1 _ 1 +G1 +GlG2+
P3¢ 1HP3; 1IP3, 1IP3;

(2.3)

where IIP3and G are the input-referred IP3 (in watts) and the power gain (in watts/watt)
of each individual stage of the receiver. For gains greater than one, the linearity of latter
stages will dominate the total receiver linearity. Therefore, to maximize the receiver’s
[IP3, the latter stages’ linearity should be maximized while reducing or limiting the total
preceding gain. Thus, the gain of the LNA (i.e;)@annot be increased arbitrarily, since
that would degrade the receiver’s 1IP3. Therefore, (2.1) and (2.3) imply an acceptable
range of LNA gains which will meet both the system’s noise figure and linearity require-
ments. Also from (2.3), it can be seen that the requirement for the LNAs 1IP3 is not as
stringent as that for subsequent stages (e.g., mixer). Typically, the LNA is designed to have
a power gain of approximately 15 dB, a noise figure of less than 2 dB, and an 1IP3 of -5

dBm, all the while consuming less than ~10 mW of power.
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In superheterodyne and direct-conversion receivers, the LNA is preceded by the
antenna, a duplexer filter or transmit/receive switch, and an optional pre-select filter. Since
these components are not typically integrated, the input to the LNA is driven through a
50-Q transmission line. Therefore, the LNA's input should be matched t&.5Bor the
wireless clock receiver application, the input of the LNA should be conjugately matched
to the antenna impedance, since transmission lines are not required. The output matching
of the LNA depends on whether the LNA drives an off-chip component, such as an
image-reject filter for superheterodyne architectures, or an on-chip component, such as a
mixer for direct-conversion architectures or a frequency divider for the clock receiver
application. When driving an off-chip component, the LNA's output should be matched to
50 Q. The input and output matching criteria for a 80match are specified in termg S

and S,, where both should be less than -10 dB.

2.2 Possible LN Topologies

Designing an LNA consists of meeting the gain, noise, matching, and linearity per-
formance metrics while minimizing power consumption and cost (where all of the afore-
mentioned tend to trade-off to a certain extent with one another). Towards this end, there
are two main circuit topologies for CMOS that will be discussed--common-gate and com-

mon-source with inductive degeneration.

2.2.1 Common-Gate CMOS IAN

The first possible topology employs a common-gate amplifier with source induc-
tance, shown in Figure 2-1(a). Appendix A contains derivations for the input impedance,

gain, and noise figure for this common-gate topology. Here, the input is a parallel resonant
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Figure 2-1 Potential CMOS LNA topologies: (a) common-gate or (b) common-source with

inductive degeneration.
network composed essentially of the source inductangg (he gate-to-source capaci-
tance (g, and one over the transconductance }/d he input impedance is designed to
be ~50Q; however, to maximize the gain and minimize the noise figure, the input imped-
ance can be set to ~3% while still achieving an §; of -15 dB. Thus, g, is set to approx-
imately 1/35Q1, while Ls is chosen to parallel-resonate withy{at the operating
frequency. In addition to easily providing the input match, the common-gate topology
exhibits good linearity, due to the source degeneration of the transistor providgd by R
A drawback of this topology is its higher noise figure. As shown in Appendix A,

the noise factor for this topology is approximately the following:

F=1+1 EE@T%%—S%’ (2.4)
wherea is the ratio between the device transconductangg &d the short-circuit drain
conductance (g). In the long-channel limity anda are 2/3 and 1, respectively, whife
can be significantly larger than 2/3 for short channel lengths, due to hot-electron effects
[Jin85]. Thus, in the long-channel limit and with,g1/35 Q1 the noise factor is 1.47,

yielding a noise figureof 1.66 dB. However the noise figure can be significantly larger in
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the short-channel regime and when taking into account other sources of noise (e.g., sub-
strate resistance, inductor parasitic resistance, and gate-induced noise [Zie86, Sha97,
Tsi99]), with typical experimental values exceeding 3 dB.

The high noise figure for the common-gate topology is a major disadvantage. Fun-
damentally, the high noise figure is due tg being constrained by the input matching
condition, which thereby constrains the noise figure. This is analogous to saying that the
input matching conditions for optimal power match and noise match are not coincident.
Therefore, a topology which decoupleg tom the input matching condition would add
an additional degree of freedom to the design, and hopefully superimpose the power and
noise matching conditions. A topology which provides this decoupling is shown in Figure
2-1(b), which consists of a common-source amplifier with inductive degeneration. To
obtain the extra degree of freedom in the design, an inductgri¢ladded in series with
the gate. As will be shown in the next section, this topology allows the power and noise
matching conditions to be met simultaneously, while exhibiting sufficient linearity and

allowing for low power consumption.

2.2.2 Source-Dmenerated CMOS LA

Figure 2-2 shows a simplified schematic of a CMOS LNA with inductive source
degeneration. This LNA is matched to %D at both the input and the output. A sin-
gle-stage topology is used to minimize the power dissipation and to improve 1-dB com-

pression point (Pyg) and IP3 performance. The circuit gain is provided by a cascode

1.1fgn= 1/50Q°1, then the noise figure would be approximately 2.2 dB for the
long-channel limit.
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Figure 2-2 Schematic of the source-degenerated CMOS LNA

amplifier, which has a reduced Miller effect. Also, a cascode exhibits high reverse isola-
tion, which simplifies the design procedure by decoupling the input and output matching
conditions. While this topology is similar to other reported CMOS LNAs, fundamental
differences include the omission of a 8Deutput buffer, the use of shielding structures,

and the use of a capacitive transformer at the output.

2.3 Input Matching for Source-BDenerated LN

2.3.1 Input Impedance

It can readily be shown that the input impedance of the source-degenerated LNA,

neglecting gate-to-drain capacitancgdf, is as follows:

1, Imy (2.5)

Zin = jlLg+ L)+
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A salient feature of this topology is that source degeneration provides a real term to the
input impedance, which can then be used to match tQ50his real term is not a resis-
tanceper se(hence it will not generate thermal noise), but rather when a current is applied
to the input node, the voltage that develops at that node has components both in phase
(real term) andt90 degrees out of phase (imaginary terms dug, tbgland Gys). The
in-phase component results from the series feedback in the sourge of M
As can be seen from (2.5), this network takes the form of a series resonant circuit,
with resonant frequency .
@y = [(Ly* L)Cqal 2. (2.6)

Thus, at series resonance, the input impedance becomes

g
Z, = Em—sllLsz WL, 2.7)
9

which is a function of the bias condition, the channel length gf &hd L. The quality
factor of this network, including the source resistanegjR

1

Qin ) wocgsl [(RS"' wTLs) .

(2.8)

Thus, to design the input matching network for a givejyd@o achieve an § < -10 dB

and series resonance, the following relations are used:

26 <36 (2.9)
W s W
1
Ly = ——-L,. (2.10)
wngsl

2.3.2 Input Match to \thstand Componentay¥iations

A methodology is then needed to choosg{i.e., the width of M) and yield Lg

and Ly. One way is to choose §s; to meet the input matching condition over an entire
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operating frequency band, while withstanding component variationg,ihd. and Gyg;.

Qualitatively, the input impedance is more sensitive to component variations for high-Q
networks. Thus, there is a maximum value for the quality factor which ensures matching
for a given frequency band and for a given set of component tolerances. An alternative

input quality factor independent of tan be defined as follows:

1
Qe = =, (2.11)
98 wngisS

Assuming that inductors have a tolerance pf Tysq has a tolerance ofd, andwr has a

tolerance of T, equation (2.5) becomes the following:

1
WCyg(1£To)

Zip = WrLg(12 T )(1£Tq) +jo(Ly+L)(1£T,) +s . (2.12)

_ . w W, 1
= Q)TLS(l * TL)(l T TT) + JQQSRSQT);(]- + TL) —'(—D—'(—]-—E—_I_—C—)D

Note that the variation ioy (which has alvsaJ/L dependence in the velocity-saturated
regime [Tsi99], whereg,,is the saturation velocity) is partially correlated to the variation

in Cys (Which has a WLG, dependence), through variations in the length of the device.
The impedance in (2.12) has to satisfy the input matching condition at both the upper and
lower ends of the frequency band (i.ex= (ootg, where B is the total bandwidth). The
input impedances which satisfy; 5< -10 dB, can be visualized on a Smith chart as those
impedances located within a circle centered at the origin with radius 0.3%0/(2 as
shown in Figure 2-3. If the input impedance is normalized and writtez},a$r)+(i), the

required value for to result in a specific,$ for a given value of is as follows:

2 2 2
i = #'Slﬂ r+d -r-1 (2.13)

1-]8;°
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Figure 2-3 Smith chart showing impedances which satigfy S.0 dB.
The worst case matching condition occurs either at the lower end of the frequency band
when the component tolerances cause the resonant frequency to increase or at the upper
end of the frequency band when the component tolerances cause the resonant frequency to
decrease. Both conditions yield approximately the same valuefot.Qoking at the first
condition (i.e., L=L(1-T), C4s=Cys1(1-T¢), w = ooo-g, andwr=wy(1-Ty)), the required

value of Qg can be solved by normalizing (2.12) and then applying (2.13), as follows:

2 2 2
- 2o(1—TC) J|Sll| (r +1) —2(r—1) e
(1-c’(1-T)A-TI)  1-|Sy
where
(= w;LS(l—TL)(l—TT), (2.15)
o 2Qg-1

o= = o (2.16)

W= 0,—2

° 2

wo

Qs = = 2.17)



Table 2-1 Required Value ofQfor Component Variations withy$< -10 dB
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GSM GSM GSM ISM ISM ISM
Band 935-960 | 935-960 | 935-960| 2.4-2.5 2.4-2.5 2.4-2.5
MHz MHz MHz GHz GHz GHz
Qp 37.9 37.9 37.9 24.5 24.5 24.5
T [Tl [T+ 5% 5% 10% 5% 5% 10%
wrlg 35 50 50 35 50 50
Qgs 2.9 4.8 2.4 2.6 4.3 2.3

Table 2-1 shows the required value gfor the GSM and ISM (Industrial, Scien-
tific, and Medical) bands, for varying component tolerances and valuesfay It can be
seen that as Q(the quality factor implied by the operating frequency band) decreases, so
too does @ as expected. Also, as the component tolerance becomes larger, the required
value of Qg decreases, indicating that high-Q networks are more sensitive to component
variations, as originally asserted. Finally,@gL s becomes closer to 50, Q4 increases,
indicating that the network can withstand larger component variations. Note that choosing
a smaller value of @ will result in additional margin for input matching variations. The
results presented in Table 2-1 show that choosiggl@tween 2.3 and 4.8 will result in
S11 < -10 dB over the entire band, while withstanding between 5 to 10% of component
variations. Once Q is specified, g1 and hence W can be determined, allowing the

inductor values to be chosen as given by (2.9) and (2.10).

2.4 Output Matching for Source-Benerated LN

Driving a 509 load while providing sufficient power gain requires either an out-
put matching network or a 5Q-buffer. Since a buffer typically would dissipate additional

power while also degrading the circuit linearity, a single-stage design with an output
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Figure 2-4 Output matching equivalent circuits for CMOS LNA

matching network is preferable. As shown in Figure 2-2 and Figure 2-4(a), the output
impedance of M is transformed to 502 using a three-element matching network
consisting of a capacitive transformer,(@nd G) and a shunt inductor (). This
three-element network is also known a$lanatching network. Compared to a two-ele-
ment matching network (or “L” network), & network allows multiple sets of component
values for lg, C;, and G. Each set corresponds to a different loaded quality factor for the
M network. The two-element network, on the other hand, allows only one set of compo-
nent values for |y and G (C; is no longer present), with the quality factor of the loaded
network fixed by the impedance transformation ratio [Bow82]. Thereforelthetwork

provides added flexibility to the designer, allowing multiple values for the drain inductor.
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Figure 2-4(b) shows an equivalent circuit for the output matching network, includ-
ing the parasitic series resistancggfrand shunt capacitance (§) associated with k4
The output impedance of the cascode is represented as a resistgios fhe order of
kilo-ohms), in parallel with a capacitancg§>where G, consists of g and Gy,p. For
optimal power transfer, the matching network would transfoat® 50 Q. However, this
implies a quality factor of @ ,/Rp,/50—1 for the matching network, which is on the
order of 10 for R, 15 kQ. Since the matching network includes an on-chip spiral induc-
tor, the quality factor of the network is limited by that of the inductorgQo include the
finite Q of the spiral inductor, i can be transformed to an equivalent resistance shunting

the inductor, as follows:

Rolg = (Qug” *+ 1)r g 0Q 4T g (2.18)

Since R 4 is typically much less than g, the matching network transforms a complex
source, consisting ofgRq in parallel with the capacitancg8C, 4, into the 50Q load.

A dilemma now appears, in that the impedance to be transformgg@)XR a func-
tion of the network providing the impedance transformatiog).(Therefore, an iterative
approach can be taken using gain and output matching as criteria, as follows: (1) an initial
value is chosen for {, (2) Rp g and G 4 are then estimated along with,4 in Figure
2-4(a), (3) values for €and G are designed to achieve a SDmatch, and (4) § and S,
are checked against their specifications agtlupdated if necessary. The initial value for
L4 is chosen based on the desired gain, using formulas derived in the next section. The
equations for @ and G can be readily derived [Ho00], and are given in Appendix B.
Thus, any standard two-element matching technique can be used to chomseé G for

completing the match ofyf to 50Q (e.g., [Bow82]).
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2.5 Gain of Source-enerated LKW

For an amplifier driven by a sourcesMwith source impedancedRand loaded at
the output by R via transmission lines with characteristic impedances gfaRd R ,

respectively, the forward transducer power gain is given by [Gon97]

2 R R
DFT? = 4|AV|2DR—f, (2.19)

whereP| 54 IS the power delivered to the load, aRg,gis the power available from the

VOut
VS

_ Pload _ 2 _
6y = Pt = s, =4

source. For B=R =50 Q, the transducer power gain is then
_ 2 _ 2
Gr = [Sy” = 207" (2.20)

2.5.1 Gain Dning Resistve Load

It can be shown that the voltage gain from the source to the Igadssuming that

the input is at series resonance and again neglecjipgi€as follows:

VstV Yot OutE‘
= |OlgslTIYdi[T] d2 2.21)
A= o, (Vg 0V TV, [0V,

Im J,CoR,

il
- (0.4 L .
(Qm)qlgmz + oncdl|%gm2|ZLeq(wo)|)al + on(Cl + C2) RL E

where (g, is the total capacitance at the node connecting the drain,abNhe source of

M,, and Q, is the quality factor of the input series resonant circuit, as given by equation
(2.8). Here, Z¢q is the total equivalent impedance at the drain node gf & shown in
Figure 2-2. Since the output matching network essentially matches the equivalent parallel
resistance of inductor Jto the load resistance, Rthen Z ¢ is approximately equal to

the following:

1.2 1
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The voltage gain can then be written as

Aoz, = 3 Din B Qa0 ELd)E.ng"; (2.23)

where
5(w) = gmf—Ti)Cdl (2.24)
n(w) = L iy CIR (2.25)

JWC,R,
Here,d(w) is a low-pass filter response, where the low-pass filter is composegh @nd
1/g,2 N(w) is a complex capacitive transformer ratio. At sufficiently high frequencies,
n(w) reduces to 1-& ; however, this approximation must be justified and is rarely appro-
priate for typical values of & By inspection, the rati®|n| is always less than 1. Further

simplification can be applied to (2.23) to obtain a more useful equation. Substituting (2.8)

and noting thator L1gn1/Cysy, it can be shown that

_ ot Rug ELdDE.ES_(%) (2.26)

1Sy = ZE'AV|00:000 - URg+ wiLg OTn(wy)|”

2.5.2 Methods to Maximize Gain

To maximize the gain (]), four steps can be taken. First, examining the effect of
the drain inductor on § requires examining the term gL 4/n(w,), wheren(w,) depends
on Q 4 and Ly via C; and G. However, since n,) is approximately a capacitancatio,
its dependence on|@ and Ly is weak. Therefore, 5 increases with increasing, @and
increasing lq. This can be seen in Figure 2-5, wherg; $ plotted (a) versus }-for
constant Q4 and (b) versus ( for constant ly. For each data point, the output is

matched to 5QQ. Therefore, the LNA should be designed such thgtahd its quality
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factor is maximize@l Second, to maximize the gaiw; should be maximized. This can be
achieved in two ways, as follows: (1) bias the transistor for maximoynwhich can
increase the power consumption, or (2) use a more advanced (i.e., costly) technology
(shorter channel length) for a given power consumption. Thus, cost and power consump-
tion should be balanced to achieve the correct trade-offufpr Third, looking in the
denominator of (2.26), it can be seen that the gain and the input matching criteria trade-off
via the termwyLg. Since series feedback is used in the source gfthe gain is reduced
while the input series resistanced)Rs increased by a factor of one plus the loop gain
(1+wrLJRg). Returning to (2.9), the input matching condition can still be met by choos-
ing wrL¢ 0350, as opposed to 5Q. Thus, by allowing a small amount of mismatch at the
input (i.e., §1 = -15 dB), the gain is increased by approximately 18%, or 1.4 dB. Finally,
the term §/n| should be maximized, whefecan be maximized by reducingyCthrough

judicious layout, and can be minimized by decreasing or even eliminating C

17 16
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Figure 2-5 $1 at resonance versus (ay for constant Q4 and (b) Q4 for constant ly. The

output is always matched to 8D

2. Note that if Q  becomes too large, the LNA can become intolerant to process variations.
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Looking at these four options, @ and wr have the most significant impact on
gain. Intuitively, high-quality factor inductors result in LNAs which consume lower
power. This is the case for [Hay98], where external matching networks are used to obtain
high gain and low noise at a very small power. However, for a fully integrated LNA, exter-
nal matching networks are taboo, since the extra components increase the cost and since
their high Q’s are not very repeatable. Thus, to obtain the desired gain using on-chip
inductors with limited quality factors, the power consumption has to be increased. The
quality factor of Lg is limited by the number of metal layers present, the oxide thickness
between the top-level metal and the substrate, the substrate resistance, and the type of

material used for the metal interconnect (aluminum or copper).

2.5.3 Gain Dring Capacitve Load

When the LNA does not drive 5Q, and instead drives a capacitive load (i.e.,
mixer or frequency divider), the gain is significantly increased. Thus, when the capacitive
transformer (G and G) is removed, £, consists only of the drain inductor with its para-
sitics in parallel with an equivalent load capacitance composed, gf G», and the
capacitance of the subsequent stage. Thus,(@,) becomes twice that given by equation
(2.22). Also, with the output matching network remova(ly) is no longer required. The

voltagegain then becomes the following:

_ Rud Laqys
|AV|oozooO - Ztgﬁmd ()] (2.27)

With the elimination oin(w) and the additional factor of two, the gain can be significantly
larger. This means that the desired gain of ~15 dB can be achieved at a reduced power con-
sumption (i.e.wr). Also, since G and G are removed, the total capacitance resonating

with Lq is small. Thus, | can be increased, further increasing the gain.
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2.6 Noise Brameters

The noise factor of any two-port network can be classified in terms of four noise
parameters as follows:

- Gn 2
F = Fmin+§;[|ZS—ZOp,j 1, (2.28)

where Fy, is the minimum obtainable noise factor,, & the noise conductanceqyg =

Ropt + X optis the optimum source impedance resulting in FgfFand Z = Rg + jXgis

the actual source impedance. Note that these noise parameters are more convenient than
the four traditional noise parameters{f Rn, Gopt, Bopy [GON97] for the source-degen-
erated LNA, due to the source being in an impedance form rather than an admittance form.

A review of this set of noise parameters in impedance form is contained in Appendix C.

2.6.1 Noise Sources

The primary noise source within the CMOS LNA is thermal noise generated by the
distributed channel of the MOS transistor. A secondary noise source is thermal noise gen-
erated by the series resistance of spiral inductors. Channel noise can be lumped into two
current-noise sources--one at the drain and one at the gate. The drain noise-current has the

following power spectral density:

QN

= 4kTydyo- (2.29)

4

wherey is a bias-dependent parameter (0.67 for long-channel devices), k is Boltzmann’s
constant (1.38 x 182 J/K), T is absolute temperature, angl,as the short-circuit drain
conductance. The gate noise-current, a second-order effect known as gate-induced noise

(GIN) [Zie86, Sha97, Tsi99], has the following power spectral density:
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is = 4kT6%0—i99—52E (2.30)
Af 0 990 O .

whered is another bias-dependent parameter (1.33 for long-channel devices). Since the
origin of both the drain and gate noise currents is the channel, these noise sources are cor-
related, having a correlation coefficient (c) of j0.395 for long-channel devices. Due to the
gate-to-channel capacitance providing & @iase shift, ¢ is complex.

Aside from GIN, there are three other second-order noise sources within the LNA,
as follows: channel noise of Mthermal noise associated with gate resistance, and ther-
mal noise generated in the substrate [Kis99]. To understand the relative importance of
these second-order effects, the noise parameters for a single transistor will be derived in

the following section.

2.6.2 Noise Brameters of Singleransistor

Figure 2-6 shows the high-frequency, quasi-static model for the intrinsic MOSFET
[Tsi99], including noise sources. Deriving the noise parameters for this single transistor

including drain and gate-induced noise, the body transconductangg, (substrate

C
Je T

+ N ® d
i A .
g T Id
L Cos| Vos ImVgs Y 9mbVbs 1
T Cao : s | T Cab
Vbs

T Csh b N

Rsub iRb

Figure 2-6 High-frequency, quasi-static model of intrinsic MOSFET.
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resistance (R, and all of the capacitances {CCqyq, Cyp, Cyp and Gy is an arduous
(albeit doable) task, yielding cumbersome equations. These equations can be found in
Appendix D, both for the general case considering all second-order effects, as well as
case-studies examining individual second-order effects. Rather than show these equations
here, the resultant parameters are evaluated numerically using Matlab. Figures 2-7(a)-(d)
show the effects of @, Ry, each of the capacitances--gate-to-draig{Cgate-to-body
(Cyp), drain-to-body (@), and source-to-body (g)--and gy, on derived noise parame-
ters for a single MOS transistor with GIN turned on and off. Each noise parameter is plot-
ted versus the following normalized parametergs @nging from 0 to 10 with GIN both
on and off (a first-order effect including width dependence of drain noisg}, renging
from 0 to 1000, and gy/gm, Cyt/Cys, Cgd Cgs aNd Gy s#Cys €ach ranging from 0O to 1.

The following are assumeg:= 1.2, E%:E = %1 , andd = 2y . For each individual effect
examined, the other parameters are held constant according to the assumptions listed in
Figure 2-7.

The results for ki, plotted in Figure 2-7(a) show a strong dependence on each of
the effects considered. First, to reducg;f Rs,p Should be either very small (short) or
very large (open). Substrate resistance can be minimized by surrounding the transistor
with large-area substrate contacts very close to the channel. Second, to reghidad-
mechanisms which couple substrate noise into the transistor (ig., @y, and Gy
should in general be minimized, whergyCand Gy, are layout-dependent. Third
decreases with increasing& This is due to feedback throughygdecreasing the uncor-
related noise resistanceyRaused by GIN. Finally, sinceQis inversely proportional to

device width, the channel thermal noise and the coupled substrate noise are reduged as Q
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Figure 2-7 Noise parameters (ahif (0) G, (€) Rypy and (d) X for the following
normalized parameters:@Qwith GIN on and off, Ry Omp Cab Cgp and Gyg.
For each parameter studied, all other parameters are held constant using the
values listed in the assumption table, and GIN is on (except, obviously,for Q
GIN off case).

increases. Therefore,f;, decreases accordingly. For very low values ofsQFin
decreases due to the transistor and its parasitic capacitances being so large. Specifically,
Cqp begins to shunt the substrate noise to ground, decreasing its contributigg,td ke

value of Qs for which Ry, is maximum depends on the value gf;R
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2.6.3 Optimum @ for Minimum Noise

While F, is strongly dependent on multiple effects (GINgyR gmp, Cyq, and
Cyb): Gn and Xyprare only strongly dependent oy vith GIN on or off, and Ry is only
strongly dependent ong@with GIN on. Therefore, only GIN and ggneed to be consid-
ered for G, and Z,,. With this simplification, a design procedure for minimum noise can
be developed. First, f, is minimized with respect to £,and each of the capacitances.
Second, the actual noise factor (F) is minimized with respectytoi@cluding the effects
of GIN, through choosing the noise matching condition to approximately coincide with
the power matching condition. Figure 2-8 showgifand F versus g with GIN on.
Here, 4 is constrained to be -10 or -15 dB, wittyL 5 set to 50Q. Constraining $; pre-
vents Z from being equal to gy resulting in a higher noise figure. As can be seen from
Figure 2-8, optimizing F with respect togQs much more valuable than optimizing,f.

Also, since K, is relatively flat compared to F, only the quantity Kz has to be

4.0 T
35 m
o 30 .
=)
(O]
5 25 m
2 C—O Fryin
S 20k E—EF, S;;=-10dB |
2 ' —OF, S;4=-15dB
@) L 11
< 15[ -
P~ o —%—o—6 o o o o ¢
10 m
1 I 1 I 1 I 1 I 1
0'50 2 4 6 8 10
Qgs
Figure 2-8 Minimum noise figure and actual noise figure when the input matching is

constrained by §. The difference between F ang,f indicates that constraining
S,1 causes a noise mismatch.
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optimized. From the results shown in Figure 2-7, it can be seen thgj;Fd function of
Gn, Zopy and %) can be optimized considering GIN angsQnly.
The noise parameters of a cascode @id M,) with and without source degener-

ation are shown in Table 2-2, including GIN for;MHere, Gq; 5 gate and substrate

Table 2-2 Noise Parameters in Impedance Format

Cascode (Mand M) Cascode with |
_ _ Y1, 1 G, =G (2.32)
G, = Vlgdolg%:gzbz = SX_l ZDI*_):ED(E (2.31) n n
R, =R (2.34)
2 opt opt
S [ = W, [
Ropt = "o~ = 0, R (2.33)
opt wocgslbz 0o b, o % S
= dﬁ'DL - EP_1D >(Opt' = Xopt_woLs (2-36)
Xopt b, o, Con EIOZDEQQSRS (2.35)
A7 Frin = Fmi 2.38
Fmin =1+ zljﬁDyL Z_|C|2 (237) min min ( )

Lo oy

resistance, g1 2 and gate-induced noise ofMave all been neglected. The noise param-
eters for a single transistor under the same assumptions are derived in Appendix D, section

D.3.2. The following variables have been introduced:

Y29402(9Cq1f
((W,) = 1+—=—=—1, (2.39)
2 Y19d01" Omz U
2
_ (9,04
o et (2.40)
b, = Z+Ald, (2.41)

b, = Z+2A|d +A%, (2.42)
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a = —. (2.43)

From (2.31),(2.33), and (2.35), it can be seen thatissinversely proportional to §
while Rypr and X, are directly proportional to Q. This agrees very well with the noise
parameters plotted in Figure 2-7.

Source degeneration modifies the noise parameters [Har73]. For the specific case
corresponding to neglecting,gand transistor output impedance (the model used to calcu-
late the original noise parameters), all bug,Xremain unchanged (a benefit of using
impedance noise parameters). These modified noise parameters are also shown in Table
2-2. Through setting = 1 andd, = 0, the noise parameters for a single transistor, exclud-
ing GIN and R,,, can be obtained. Examining (2.28),(2.31), and (2.37), it can be seen that
as with the gain analysiex; should be maximized to reduce noise figure.

These noise parameters for the source-degenerated cascode are substituted into
(2.28), along with £ = Rs + jw,L, yielding the following:

FoF,, = A2y g -A—Q——JTC'T + [Q —Q EP_lDfE,(Z.M)
o Lo HQy 9s b, L™ ¥osh, 0] o
where

L +L
Q= ollg* Lo Fis ) (2.45)

By inspection of (2.44), settin@, = Q,s (corresponding to series resonance at the
input) does not result in minimum noise; thus, there is a trade-off between the noise
matching and the power matching conditions. For a given valug il assuming L

= Rg, the following required value of Qfor minimum noise can be obtained through the

aid of (2.13):
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4
QL = Qys- /—'S“' . (2.46)
1-[Syl
Thus, the input should be designed such that the series resonance occurs at a frequency
higher than the operating frequency. Note that fgf S 0, Q = Qys as expected.
Substituting (2.46) into (2.44), taking the partial derivative with respecigodnd setting
the result to zero yields the optimungd@or minimum F-F,;, as follows:

b0 4|S,,° O
Qge' = A/—§[1+———|S“| 0. (2.47)
B0 s,

For the assumptions listed in Figure 2-7 witjy S -10 dB, and setting=1, then

opt

gs 1S 2.32and Qis 1.96, while for

Qo' equals 2.62 and Qis 1.95. For §; =-15 dB, Q
S,1 = - dB, corresponding to a perfect input mat@ﬁﬁt £ €2.18. At these optimal
Qgs Values, F-k, is 0.02, 0.07, and 0.17 for;$= -10, -15, and« dB, respectively
when considering GIN only (i.e., (2.44)). When considering all of the second-order effects

(i.e., as in Figure 2-7), F+F is 0.24, 0.38, and 0.65, respectivelirherefore, matching

the input for perfect series resonance results in a higher NF, as is the case for [Sha97].

2.6.4 Optimum With of M,
The optimum sizing of M can be obtained by minimizing(W,). Since g¢,, and
J4o2 are directly proportional to W while Gy; has components directly proportional to

W, and to W, then{(W,) has components proportional to and inversely proportional to

3. The impact in decibels depends on the particular valug,gf fFor R,,i, = 1 dB, the cor-
responding noise figures are 1.1, 1.2, and 1.6 dB, respectively.

4. For K,in, = 1 dB, the corresponding noise figures are 1.8, 2.2, and 3.8 dB, respectively.
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W,. Thus, an optimum value of Y\exists which minimizeg§. The capacitance at the drain
of M; (C4p) can be written as follows, neglecting interconnect capacitance:

Ca1 UCy11 W1 + Cy1oWs, (2.48)
where G11W; consists of Gy plus a fraction of Gq3, and Gy \W, consists of Gyrand
Cys2 Differentiating (2.39) with respect to Y\assuming constant drain current and con-

stant 5, yields the following:

C
w, = 2w, . (2.49)
Ca12

Thus, the capacitance at the drain-node gfd¥lould be equally divided between,Mnd

M,. Figure 2-9 shows a plot of simulated noise factor versysfda 0.25um technol-

ogy. For this simulation the default noise model for BSIM3v3 is being used. The optimum
width of M, is 60pm, when W is set to 9Qum. Calculations show that for this same tech-

nology, the ratio G;/Cgy12 is equal to 0.6, yielding a calculated optimab\Wf 53 pm.

1.50
1.49]
1.48)
147}
146
145
144}
143}
142}
141}

'l 'l 'l 'l 'l 'l l 'l
1'4020 30 40 50 60 70 80 90 100 110

Width M, (um)

Noise Factor (F)

Figure 2-9 Noise factor versus width of cascoded transistg).(Mhe optimum width occurs
when the capacitance at the intermediate node betwegard M, is equally
balanced between Mand M.
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Thus, the simulated and calculated optimal values fgragéfee reasonably well. Also, as
can be seen from Figure 2-9, choosing/W; ranging from 0.55 to 0.75 will result in
minimal noise contribution from M Therefore, the noise parameters yield the optimum
values for W and W5, through equations (2.47) and (2.49), respectively, as well as the

optimum gate inductance for a given input reflection coefficient through equation (2.46).

2.7 Design Methodologies for Sourcedeaerated LN

2.7.1 Denation-Based Methodology

Now, a complete design methodology based on the previous derivations has been
developed for the source-degenerated CMOS LNA, assuming a given technology. First,
choose @sto be nominally 2.6. This value should be the minimum of those obtained from
(2.14) and (2.47), yielding minimum noise and robustness against component variations.
Once Qg is defined, W can be determined based og,CSecond, using the gain and
noise equations along with the desired power consumption, estimate the regwjred
yielding an approximate operating point for;MThird, determine W using (2.49).
Fourth, set ks nominally to 50wy, where lower values can be used to slightly boost the
gain while sacrificing input matching robustness. Fifth, determigauding (2.45) and
(2.46) based on the desired value fqr.SSixth, using gain equation (2.26), estimate the
value of Ly needed to achieve a desired value fgf @ote, H/n| can be estimated to be
~0.2). Seventh, extract parasitics qf &nd cascode, and match the output ta(b0sing

any standard ideal matching technique, determining values; fan€G.
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Figure 2-10 Illustration of constant available gain methods, where for the gain stage either, (a)
a single transistor is used or (b) a source-degenerated cascode with inductive load
is used.

2.7.2 Alternatre Constant pailable Gain Methodology

The above design methodology is sensitive to the derived noise parameters. As
SPICE intrinsic noise models continue to improve, it is easier and “more” accurate to use
CAD tools to obtain the noise parameters of an intrinsic model with additional extrinsic
parasitics also modeled. A methodology for choosiggdy, and G well-suited to CAD,
is the constant available gain method. Traditionally, the constant available gain method is
used to generate ideal matching networks, when given the S-parameters and noise param-
eters of a single transistor [Gon97], as illustrated in Figure 2-10(a). However, since lossy
inductors are used at both the drain and the source, a composite circuit including L
and the cascode is used in place of the active device, as illustrated in Figure 2-10(b). Val-
ues for W, W, Lgand Ly are chosen using the previous methodology. The S-parameters

and noise parameters of the composite circuit including the inductors are extracted using
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Figure 2-11  Constant available gain and NF circles for cascode w&thd_L.

SPICE. Using these parameters, constant available gajh ¢i&les and constant noise
circles are plotted on the Smith chart, along with input and output stability circles. Using
these circles, the reflection coefficient of the source and the Ibadnd M|, can be
determined. Oncégandl’| are determined, the input and output matching networks can
readily be designed.

Figure 2-11 shows a plot of simulated constant gain and noise circles on the Smith
chart. Assuming @ is chosen using (2.47),dg; should be close to the 3-circle. The
value of L closest tal"y;, While still meeting the desired;$specification, can then be
read off the Smith chart. The output is then conjugately matched {j.e=, Fout*), using

the following formula:

S21812rS
1- SllrS.

This determines the output matching network, the simplest of which is a capacitive trans-

Cout = TLH = Sy (2.50)

former, G and G. To obtain G, a constant conductance circle is traversed from the center
of the Smith chart, while to obtainfa constant resistance circle is traversed from the

endpoint of the previous pathf@=I, , as shown in Figure 2-12.
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Figure 2-12 Output matching network design to matckR30 Fout*.

2.8 Summary

Common-gate and source-degenerated LNAs have been presented. An explicit
design methodology has been developed for a source-degenerated CMOS LNA, consider-
ing gain, NF, input matching, and output matching. In particular, the optimal sizing of the
transistors has been presented for robustness against input matching variations and for
minimal noise figure. The noise parameters (in impedance form) for a MOSFET have
been derived to understand the effect of various second-order effects on noise
performance. Gate-induced noise and substrate resistance both affect the noise parameters
significantly. Using these results, a design methodology for minimum noise while con-
straining the input matching condition has been presented, which yields an optimal value
for the size of the primary transistor in the cascode. An optimum sizing for the cascoded
device was obtained through minimization of noise figure. Finally, an alternative design

methodology based on the constant available gain method has been presented.



CHAPTER 3
CMOS LNA IMPLEMENTATION AND MEASUREMENTS

3.1 Owerview

The previous chapter presented common-gate and source-degenerated LNAs
which can achieve high gain, low noise figure, and low power consumption. Also, a
detailed design methodology for source-degenerated LNAs was presented, considering
gain, NF, input matching, and output matching. Methodologies, however, are only as good
as their demonstrations; therefore, this chapter presents the implementation of CMOS
LNAs, including design of passive components. Low noise amplifiers operating at 0.9, 8,
14, and 24 GHz are presented. The LNAs are implemented in 0.8-, 0.25-, 0.18-, and

0.10um CMOS technologies, respectively.

3.2 Rassve Components

3.2.1 Inductor Designechniques

The quality factor of the on-chip spiral inductors directly affects both LNA gain
and noise figure. As already discussegy@hould be maximized to improve gain while
decreasing power consumption. Although the series resistancgwés not included in
(2.44), it can easily be shown that the series resistancg 0f};) increases F by the quan-
tity r ¢/Rs. For these reasons, high quality-factor inductors are required f@nd L.
Depending on the inductance and the operating frequency, it may not be practical to inte-

grate Ly, which is the case for a 900-MHz LNA.

42
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—— COX Cox——

(a) (b) Substrate

Figure 3-1 (a) General two-port lumped-element model for spiral inductor. (b) lllustration of
a spiral inductor above a patterned-ground shield. The shield terminates most of
E-field while allowingB-field to pass through, increasing Q.

A two-port lumped-element model for a general spiral inductor is shown in Figure
3-1(a). Using this model, the quality factor (Q) for an inductor with one port shorted to
ground can be written as follows [Lon97], where substrate capacitangg) (énd

port-to-port capacitance {Chave been neglected:

4, 2.2 —1
w L C R r.
Q:SDL%[” Zoxzsmz/ 0 (3.1)
I’S 1+w Costub i

This accounts for loss in both the series resistance of the spiral and in the conductive sili-
con substrate. Note that the interaction of the substrate with the magnetic field is not cap-
tured with this equation (i.e., eddy-current effects). To maximize Q, the series resistance
(r9) should be minimized, oxide capacitanceg,gCshould be minimized, antthe substrate
resistance (§,) should either be very small or very largéhis trend for R, is the same
as that seen in the noise-figure analysis. In fact, this is a general trend which can be

applied to any RF circuit or component [Flo00b].
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One way to minimize the substrate resistance of the inductor is to use patterned
ground shields [Yue98, Che98]. Referring to Figure 3-1(b), ground shields provide a
low-resistance path to ground for capacitively coupled currents through termination of the
E-field. This reduces g to approximately 5-1@, and virtually eliminates §,, The
shield is patterned to prevent eddy currents from flowing in the shield by not terminating
the B-field, which would decrease L and increagdmstead, the eddy currents are forced
into the substrate, with the magnitude of these currents being inversely proportional to the
substrate resistivity [FloOOb]. In the commonly used substrate resistivity range, the sub-
strate loss increases with decreasing resistivity. This effect shows up as an increase in the
series resistancegfrin the inductor model. This effect is reduced for smaller-area induc-
tors, since the magnetic field does not penetrate as deeply into the substrate, thereby
reducing the eddy currents. The net result is an increase in inductor quality factor at the

cost of increased parasitic capacitance or decreased self-resonant frequency.

3.2.2 Capacitor implementation

Capacitors @and G in Figure 2-2, as well as the bypass capacitors for bias volt-
ages are implemented using accumulation-mode MOS capacitors [Hun98]. These capaci-
tors achieve high Q-factors, and are compatible with standard digital CMOS technologies.
The output dc voltage across 6 0V, consistent with driving an image-rejection filter. A
concern with using this capacitor structure is the voltage-dependent capacitance and its
effect on Ryg and IP3 performance. However, measurements show {ggeid IP3 vary

by less than 0.5 dB for the output dc voltage ranging from groung4o V
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Figure 3-2 Schematic of 900-MHz source-degenerated CMOS LNA including on-chip and
package parasitics.

3.3 A 900-MHz, 0.84m CMOS LNA

3.3.1 Circuit Implementation

To verify the design methodology for CMOS source-degenerated LNAs, a
900-MHz version was implemented in a Qu& CMOS technology with 3 metal layers.
This technology was obtained through MOSIS. Figure 3-2 shows the schematic of the
LNA. The important on-chip and package parasitics are shown, including series resis-
tances for inductors and capacitors (rs), pad capacitangg, @ate resistance (rg), induc-
tor parasitic capacitance 49, and bondwire/ground inductancep({/L 4. Both bias
voltages, \j; and Vg, are generated off chip for flexibility in testing. Figure 3-3(a) shows

a die photograph of the 900-MHz LNA [Flo99a]. The circuit area is 720>qu21§. This
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Figure 3-3 Die photographs of (a) Ou8r, 900-MHz single-ended CMOS LNA and (b)
0.254um, 8-GHz differential CMOS LNA.

LNA was packaged, therefore gold bond-wires are used to implemgas lwell as to
improve the quality factor of §. The on-chip portion of |4 consisted of a ground-shielded,
4.25-turn, 8-nH spiral inductor with a quality factor of 4.5 at 900 MHz. It was imple-
mented using metals 2 and 3 shunted together. The bondwire and pin added an additional
2.2 nH to Lg. For this operating frequency and technology,is ~1.4 nH. An off-chip
inductor is used for |, while an off-chip bypassing capacitor is required fog\M=inally,
ground-shielded pads [Col98] are used to minimize the substrate resistance, improve the
noise figure and reverse isolation, and control the pad impedance.

The 900-MHz LNA was packaged in an SOIC-like test package with low ground
inductance, and mounted on a multilayer board. A parasitic inductance therefore exists
between the on-chip ground and the board-level ground. If this inductance is too large, the
reverse isolation is greatly reduced, due to feedback [Col98]. To minimize the ground
inductance, 11 ground pads are included on chip and down-bonds from the on-chip ground
to the paddle of the package are used, reducing the inductance to less than 0.4 nH. The

paddle is then directly soldered to the board ground.
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3.3.2 Measured Results

The LNA was characterized at four different operating points to study the trade-off
between power consumption and NF. Figure 3-4(a) shows a plot of measured gain and NF
versus bias current. Operating points 1 to 4 correspond to minimum to maximum NF and
maximum to minimum power, respectively. At 10 mA of current (operating point 1), the
LNA achieves a NF of 1.2 dB, which is competitive with most GaAs and bipolar LNAs.
However, the power consumption is 30 mW, which is quite large. As the power consump-
tion is decreased to 8.1 mW (operating point 3), the NF only increases to 1.78 dB. This
result meets both of the desired performance metrics for CMOS LNAs (NF < 2 dB, and
power < 10 mW). Measurements show that to achieve a NF of 2 dB, only 6.3 mW is
required. Operating points 3 and 4 have comparable NF’s to [Stu98] and [Hua98], but at

only a fraction of their power. Much of this power savings comes from the ability to drive

Operating Point

NF (dB)

2
25 T |4 $ T T T ' I ! } ! 16 65 | 15
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Figure 3-4 (a) Measured gain4 and noise figure (NF) versus bias current. Four different

operating points are shown, numbered 1 to 4, corresponding to minimum to
maximum NF and maximum to minimum current, respectively. (b) Gain and NF
versus frequency for operating points 1 & 3.
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50 Q without an additional output buffer. Figure 3-4(b) shows a plot of the transducer gain
(S,7) and NF versus frequency for the LNA, for operating points 1 and 3. At 900 MHz, the
measured transducer gains{Sare 14.5 and 10.5 dB at 30 and 8.1 mW, respectively.

Figures 3-5 (a) and (b) show the input and output reflection coefficiepisaf®l
S,,) for operating points 1 and 3. The relatively higfy'S are due to the bond-wire induc-
tance being too small, generating only ~@5of real impedance. To improve the input
match to under -10 dB,dshould be slightly increased whilgjlcan be decreased to main-
tain the noise match.,$is below -10 dB over a 137-MHz span. The very loys, 8orre-
sponds to a conjugate match at the output.

To measure [, the measurement setup shown in Figure 3-6(a) was used. Exter-
nal tuners are inserted at the input and output of the packaged LNA, and the impedances of
these tuners are adjusted until the optimum noise matching condition™ (2 or Z,)
occurs, corresponding tg.fp. Figure 3-6(b) shows the optimum source-reflection coeffi-

cient (o) Versus frequency for operating points 1 and 3, plotted on Smith charts. Figure
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e-o0Op. Point 1
mmOp. Point 3
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(@) (b)

Figure 3-5 (a) Input (§) and (b) Output (&) reflection coefficients versus frequency,
operating points 1 and 3.
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Noise Parameter Measurement Setup
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Figure 3-6 (a) Measurement system used to obigjndndr .
(b) Optimum source reflection coefficient for minimum nolsg,{.
(c) Minimum noise figure versus frequency.

Table 3-1 Measured noise parameters at 900 MHz fop@.&MOS LNA

Operating | Current Frmin r F(S;q = -0 dB) | F(S;;=-10dB)
Point (mA) (dB) opt (dB) (dB)
1 10 1.08 0.353 166 1.46 1.12
2 5 1.32 0.395 167 1.79 1.38
3 3 151 0.42% 165 2.02 1.56
4 2.35 1.66 0.434 163 2.18 1.72

3-6(c) shows the measured,§ versus frequency for operating points 1 and 3, along with
a curve fit to the measured data. Table 3-1 shows the measured noise parameters (exclud-

ing R, for each operating point. At 900 MHz,.f, is 1.08 and 1.51 dB, for operating
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points 1 and 3, respectively. To match the input to obtaif,H4 should be increased and
an off-chip capacitor should be added. This transforms th@ S@urce impedance tg,g;
(equivalent to reflection coefficieiit,,). However,I" 5 for the LNA is not equal to -
therefore the noise matching condition and the power matching condition do not coincide.
Table 3-1 also shows the NF corresponding to perfect input power matching (kes, S
-0 dB). The noise parameters can therefore be used to derive the optimal input matching
network, such that minimum noise figure is obtained whilgi$ constrained to be -10 dB.
As shown in Table 3-1, these noise figures are 1.12 and 1.56 dB for operating points 1 and
3, which are very close to their respectivg,f To obtain these NF at;$=-10 dB, L
should be increased by 4 nH and a 4-pF shunt capacitor should be added to the LNA input.
The reverse isolation for each operating point is very good with more than 42 dB
of isolation for each bias condition. As mentioned earlier, this is due to the use of a pack-
age with low ground-inductance, ground-shielded pad structures, a ground-shielded induc-
tor, and a cascode amplifier. The measurggkRnd IP3 data for each operating point are
shown in Figure 3-7. As can be seen, the power of the intermodulation prodggcidRs
unchanged by the current level in the LNA. However, the output power of the fundamental
(Pf1) depends on the operating power gain at the specific current level. Therefore, the 11P3
relatively scales in accordance with the gain. The output power level at which the LNA
compresses is a function of the supply voltage, which is 2.7 V for operating points 2-4 and
3V for operating point 1. Therefore, thg &g (output) is approximately the same for each
operating point, while Ryg (input) scales with the gain. The measured 1IP3’s at 30 mW
and 6.3 mW are -1 dBm and -3.8 dBm. Due to the use of a single-stage topology, the

amplifier is very linear, and is suitable for GSM applications.
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Figure 3-7 Measured,gg and 1IP3, operating points 1-4.
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Table 3-2 Summary of measured characteristics for 900-MHz CMOS LNA

fo =900 MHz Op. Point1| Op.Point2 Op. Point3 Op. Point 4

Power (mW) 30 13.5 8.1 6.3
Gain (dB) 14.5 12.4 10.5 9.4
50-Q Noise Figure (dB) 1.2 15 1.8 2.0
Frin (dB) 1.08 1.32 1.51 1.66

F (S;1=-10 dB) (dB) 1.12 1.38 1.56 1.73
Vpp (V) 3.0 2.7 2.7 2.7

S, (dB) 4.7 4.1 3.9 3.8

S,, (dB) -15.9 -16.7 -16.9 -17.0

S12 (dB) <-42 <-42 <-42 <-42

IIP3 (dBm) 1 1.9 3.3 3.8

P14z (input) (dBm) -12.4 -10.4 6.3 -3.8

3.3.3 Summary for 900-MHz LA

A summary of the measured characteristics for each operating point is shown in

Table 3-2. Operating point 1 has ap;fwhich is 0.08 dB higher than a 900-MHz CMOS



52

LNA implemented in a 6-level-metal 0.35m BiCMOS process [Gra00], which is cur-
rently the lowest NF for any CMOS LNA. However, considering that [Gra00] employs
technology two generations beyond &, with anwy approximately five times as large,

and that the back-end metal process and substrate in [Gra00] allow for inductor quality
factors approximately 3 times as large as the | h8process, the result achieved in this
work is excellent. Also, the performance goals of NF < 2 dB and power < 10 mW have
been achieved, demonstrating the competitiveness of CMOS for wireless applications.

Finally, the LNA exhibits excellent linearity and is suitable for wireless applications.

3.4 An 8-GHz, 0.2%4m CMOS LNA

3.4.1 Circuit Implementation

Having demonstrated the design methodology for source-degenerated CMOS
LNAs at 900 MHz, both a single-ended and differential version of the source-degenerated
LNA was implemented in a standard 0.@5 CMOS technology, operating at ~8 GHz.
This LNA was also implemented with an entire clock receiver, as will be presented in
Chapter 6. The technology provides 5 metal layers, and bdt8g-cm) and g with epi-
taxial layer (~0.01Q-cm) substrates, allowing the effects of substrate resistivity on LNA
performance to be studied. This technology was obtained once again through MOSIS.

Figure 3-3(b) shows a die photograph of the 8-GHz differential LNA, while Figure
3-8 shows a schematic of the differential LNA, including important parasitics (pad capaci-
tances are implied for each labelled input). The die size is 730>pﬁﬂlé All three
inductors, lg, Ly, and Lsare integrated, as well as 20-pF bypass capacitors. Symmetry was
maintained top-to-bottom for the differential layout to avoid any systematic errors from

layout mismatch. Again, ground-shielded pads are used throughout the layout.
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Figure 3-8 Schematic of 8-GHz fully differential LNA showing parasitics.

This LNA is a fully differential version of that given in Figure 2-2. As mentioned
in the first chapter, a differential topology is required for the clock receiver application.
Transistor M, provides tail current to the differential amplifier, wherg;){is externally
generated. An important difference between this LNA and the 900-MHz LNA, is that
inductors lg; »and Lg; »are integrated. This LNA was originally designed to provide 12.6
dB of gain while driving 50Q, and the anticipated NF was approximately 3 dB. The
higher anticipated NF, compared to the 900-MHz result, is due to short-channel effects
increasingy [Jin835], as well as the integration ofLAccording to simulations, the integra-
tion of Ly increases the NF by approximately 0.6 dB. First, the increase is due to thermal
noise generated by the series resistanceydilg;), whose Q factor is 10 (5) forgp®)
substrates. Second, the parasitic capacitances at the input and output pqytCpf;)-

move the input match away from the optimal noise match. Therefore, the integratign of L
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imposes severe restrictions on the achievable noise figure. For standard wireless applica-
tions at this frequency rangegylis approximately 2 nH, which is suitable for bondwire
implementation. This would increase the Q dramatically and help the noise figure. How-
ever, for the wireless interconnect application, since the antenna is integrgteat to be

integrated as well.

3.4.2 Inductor Characteristics

To demonstrate the effect of substrate resistance on inductor quality factor, 1.8-nH
spiral inductors have been implemented in the 5-level-metal, @2%MOS process on
both p and g (with epitaxial layer) substrates. These inductors were used fam the
LNA. The inductor is implemented using shunted metals 3, 4, and 5 layers with 2.5 turns
and an area of 1OOxqun2. The quality factor is estimated using both the half-bandwidth

method [O98] and the conventional method (&imag(y; ;)/real(y;)). Figure 3-9 shows
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©
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Figure 3-9 Quality factors and inductance of Lersus frequency for different substrate

resistivities (J ~ 0.01Q-cm, p with epi ~ 8Q-cm). The inductor is implemented
in a 5-metal-layer 0.25m CMOS process.
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the measured Q and inductance of these inductors for both substrate types. The quality
factor of the inductor on psubstrates (Q=5) is ~50% of that ohgubstrates (Q=10). For

p* substrates, the inductance slightly decreases, while the series resistance nearly doubles,
due to the induced eddy currents. Measurements also show that for a 1-nH inductor with
an area of 90x9im?, the Q reduction is only ~30% [Flo00b]. This signifies that smaller

area inductors are beneficial for low-resistivity substrates.

3.4.3 Measured Results

Figure 3-10(a) shows the measured S-parameters for the differential LNA. To
obtain this balanced measurement using an unbalanced network analyZecolipers
were placed at the input and output of the LNA, acting as baluns. DrivingL0iieren-
tially, the LNA provides 10 dB of gain, with input and output reflection coefficients of less
than -15 dB, consuming 21 mW from a 2.5-V supply. This gain is ~ 3 dB lower than that
expected, due to a discrepancy between the simulated transistor characteristics and the
measured transistor characteristics. In particulggvias 80% larger than that simulated;
thus,wr was lower and the gain was decreased, as given by (2.26).

Figure 3-10(b) shows the measured gain and NF of the single-ended LNA for both
p and g substrates. Each LNA consumes 10 mW from a 2.5-V supply. The power gain of
the LNA on a p substrate is ~7.3 dB, while that for the LNA on & gubstrate is ~1 dB.
For the p substrate, there is a 2.7-dB difference between the gain for the single-ended and
differential LNAs, whose origin is unknown. Theoretically, the gains should be the same
when each half-circuit of the differential LNA is operated at the same power consumption

as the single-ended LNA. Referring to Figure 3-9, the spiral inductor Q*fsupstrate is
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Figure 3-10 (a) Measured S-parameters of differential LNA. (b) Measured gain and NF for
single-ended NF for both"mnd p substrates.

~50% of that for p substrate, and the inductance is smaller. Therefore, the resonant fre-
quency of the p LNA is about 25% higher due to the decreased inductance. Simulation
results show that ~4 dB of the gain reduction can be attributed to the 50% reduction in the
Q for Ly. Another ~1 dB comes from the additional loss due to the increagg in r

The NF of the single-ended d.NA is ~7.4 dB, which is 2.5 dB higher than the
noise figure for the pLNA. The increased NF is partly attributed to the increased thermal
noise generated by the series resistance of the inductors. However, a large part of the
increased NF is due to the decreased gain, resulting in higher input-referred noise from
output noise components. Although the substrate resistance is higher, tbe puse of
multiple-fingered transistors with many substrate contacts helps to mitigate its effect on

NF. These results reveal the benefits of high-resistivity substrates for RF applications.
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Table 3-3 Summary of measured results for 8-GHz, irA3-NAs.

Differential LNA (p substrate) Single-Ended LNAs
Vyd 25V Vyd 25V
Power 21 mW Power 10 mW

Consumption Consumption
Resonant 7.4 GHz Res. Frequency 6 GHz
Frequency (p” substrate)

Gain 10 dB Gain (psubstrate) 7.3dB
St -26 dB NF (p substrate) 4.9 dB
Sy, -15.5dB Res. Frequency 7.5 GHz

(p* substrate)
Reverse 32 dB Gain (p substrate) 1dB
Isolation m
NF (p" substrate) 7.4 dB

3.5 A 14-GHz, 0.1§&m CMOS LNA

3.5.1 Circuit Implementation

A final implementation of a source-degenerated LNA was done in a |ihi8-
CMOS technology with 6 layers of copper interconnects [FloOla]. This technology was
obtained from UMC as part of the SRC Copper Design Challenge, sponsored by the Semi-
conductor Research Corporation (SRC), Novellus, SpeedFam-IPEC, and UMC. The sub-
strate resistivity is 15-28-cm. The circuits were designed to operate at ~21 GHz, while
measurements reveal ~14 GHz operation.

For this technology, both a single-stage differential LNA and an LNA with
source-follower buffers were implemented. The operation of source-followers will be pre-
sented in section 3.6. The schematic of the single-stage LNA is identical to the 8-GHz
version shown in Figure 3-8, where component values and sizes were modified, as

reflected in Figure 3-11. Figure 3-12 shows a schematic of the fully differential LNA with
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Figure 3-11 Schematic of 14-GHz fully differential LNA showing parasitics.

source-follower buffers. This circuit is used in the clock receiver, driving the frequency
divider. Two different input matching conditions were implemented. The input matching
condition was 10@ (differentially) when the LNA was measured using Qdest equip-
ment, and 125-j5%) when the LNA was driven by the on-chip antenna. Therefore, the
reactance of the gate inductors for the latter case was increasedb{e2ch side or 58
differentially). The single-stage differential LNA was differentially matched at the output
to 100 Q, using capacitive transformers. Figure 3-13(a) shows a die photograph of the

0.18um differential LNA. The die size is 745x410n°.

3.5.2 Inductor Characteristics

The gate and drain inductors for the 14-GHz LNA have the following design

parameters: inductance = 0.6 nH, turns = 2.5, area = 6@r67 width = 54um, and turn
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Figure 3-12 Schematic of differential 14-GHz LNA with source-followers.
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)

Figure 3-13 Die photographs of (a) 0.A8, 14-GHz differential CMOS LNA and
(b) 0.1um, 23.8-GHz SOI CMOS tuned amplifier.
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Figure 3-14 Measured (a) inductance and (b) quality factgp)(for Ly, and Ly,

spacing = 1.2%m. Patterned-ground shields were again used to decrease the substrate
resistance. Since this technology has a high-resistivity substrate, the increase in series
resistance, and hence degradation in Q, caused by eddy currents in the substrate is small,
as was shown in section 3.4.2; Wwas implemented using metals 5 and 6 shunted together,
decreasing the series resistance and maximizing Q. Simulations show that fami-
mizing the parasitic capacitance has a greater effect on NF than minimizing the series
resistance (provided the Q is > 20). This is due to the capacitance moving the input match-
ing condition away from the optimum noise match. Therefore, due to the availability of
copper, only metal 6 was used fqj. L

A key benefit of copper metallization is its reduction of interconnect series resis-
tance. For inductors, the Q will be almost doubled as compared with the same-thickness
aluminum (equal to the ratio of the Al and Cu resistivities). Both metals 5 and 6 were to
have a nominal thickness ofpim. However, during fabrication these two metal layers had
to be thinned from um to approximately 0.5im. Therefore, ywas increased and Q was

decreased. Figure 3-14 shows the measured inductance and quality fagiolO@3])
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Table 3-4 Comparison Between Expected and Measured Inductor Characteristics

Inductor (15 GHz) L (nH) J(Q) Cox (fFF) Rsub (Q) Q

Lgate Expected 0.61 2.41 15.2 10 21.4
Measured 0.73 6 26 ~10 10.9

L drain Expected 0.61 1.2 25.9 10 28.6
Measured 0.69 3.5 30 ~10 15

versus frequency fordand Ly. The best Q is approximately 10 at 10 GHz, and increases

to approximately 20 at 20 GHz. Table 3-4 shows a comparison between the expected and
measured inductor characteristics. First, the measured inductance is ~0.1 nH larger than
that expected, resulting in decreased circuit resonant frequency. Second, the measured
series resistance is more than twice that expected, due to increased metal sheet resistance,
while the measured Q is about half that expected.

Although the Q’s are not as high as expected, they are certainly adequate for
implementing RF circuitry, provided that the impact of lower Q is accounted for during
the design phase. These results illustrate the dramatic effect that decreasing the top-level
metal(s) sheet resistance has on inductor characteristics. Nevertheless, for constant metal
thickness, copper metallization greatly improves inductor characteristics over aluminum
metallization. Thus, these results are approximately twice as good as an all-aluminum pro-
cess with the same metal thicknesses, or about comparable to an aluminum process with
twice the metal thickness. These measurement results suggest that greatly improved

inductor characteristics can be attained by thickening metal 5 and 6 layers.
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3.5.3 Transistor Characterization

The 0.18um LNA and the entire wireless interconnect system were designed to
operate at ~21 GHz. However, as will be shown in the subsequent sections, the operating
frequency for these circuits has shifted down to ~14 GHz. Referring to Table 3-4, it can be
seen that the measured inductance and its parasitic capacitance were slightly higher than
expected (within 0.1 nH). At ~20 GHz, these discrepancies can account for at most a
3-GHz frequency shift. To understand the remaining frequency shift, the designs have
been reviewed to make sure that all of the metal parasitics have been properly accounted,
and that the transistors have been specified correctly including the area and perimeter of
drains and sources. The remaining frequency shift is therefore believed to be primarily due
to the differences between the CAltrinsic transistor model used during the design pro-
cess and the actual fabricated transistor characteristics. Note that the models used to
design these RF circuits were the standard BSIM models, to which extrinsic parasitic com-
ponents important at radio frequencies are added (egge Rsyp and capacitances asso-
ciated with interconnecting the multiple fingers of the transistor). This technique has been
used very effectively in the past to yield simulated results which agree very closely with
measured results.

The S-parameters of individual NMOS and PMOS transistors have been measured
to quantify the difference in capacitance between the model and the actual transistors.
Both the NMOS and PMOS transistors have W=1&® and L=0.18.um, and are imple-
mented with 0.944m long fingers (total fingers = 20). The S-parameters of the transistors
are then transformed into y-parameters. Parasitics associated with the pads are

de-embedded through y-parameter subtraction of an open test structure. With the transis-
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Figure 3-15 Measured versus simulated fwith transistor in linear region) andy (with
transistor off) for NMOS and PMOS transistors. The slope of these lines aver 2
is equal to the capacitancegq@nd Gyq for y11 and y, respectively.

tor biased in the linear regiony yyields the total gate capacitanceyfG Cys+ Cyq + Cyp

OWLC,y + 2WG,,). With the transistor turned off, the channel conductance is zero, and
Yoo yields the total drain capacitanced{> Cqy, + Cyg), While y;, yields Cyq. Although

there are more accurate ways to obtain these capacitances, this measurement provides a
quick and easy way to observe any capacitance trends. Figure 3-15 shows the measured
versus simulated y and y, for the NMOS and PMOS transistors. The slope of each of
these lines is proportional to capacitance, therefore the steeper the line, the higher the
capacitance. As can be seen, the measured capacitances are all higher than the simulated
capacitances (note--because the open pad structure used for de-embedding does not

include the interconnects to the transistor, the measurements overestimate the capacitances
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by a few fF). For NMOS, the gate capacitance is ~1.3 times larger, while for PMOS it is
1.2 times larger. For both NMOS and PMOS, the total drain capacitance is approximately
twice that which is simulated, with the PMOS difference being more severe. This can

result in as much as a 1.4 timef&2( ) reduction in resonant frequency for a tuned circuit.

3.5.4 Measured Results

Figure 3-16(a) shows the measured gaig®nd noise figure (NF) for the sin-
gle-stage LNA matched to 10D at the input and output, while Figure 3-16(b) shows the
measured input and output reflection coefficientg;(@nd $,). Driving 100 Q
differentially, the LNA provides 8 dB of gain at 13.3 GHz, with;Sand S, equal to -8
and -15 dB, respectively. The LNA consumes 12 mW from a 1.5-V supply. The reverse
isolation is better than 27 dB. Finally, the 1@Dnoise figure is 7.7 dB at resonance. The

results are summarized in Table 3-5.

10 11 12 13 14 15 16 10 11 12 13 14 15 16
Frequency (GHz) Frequency (GHz)
(a) (b)

Figure 3-16 (a) Measured gain and noise figure for Qrh8-NA.
(b) Measured input and output reflection coefficients for Quh8:-NA.
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Table 3-5 Summary of measured results for 14-GHz, Qrth@-NAs with copper.

Single-Stage Differential LNA Differential LNA with Source-Followers

Center Frequency 13.3 GHz Center Frequency 14.4 GHz

Gain 8 dB Gain at Y=0.5V 21 dB

S -8 dB Gain at Y=0.9V 25dB

S, -15dB S -5 dB
Reverse Isolation 27 dB Reverse Isolatign 32dB

Noise Figure 7.7dB Noise Figure 8 dB

Vg 1.5V Vg 1.5V
Power Consump- 12 mW Power Consump- 28.2 mW

tion tion (Vgc=0.5V)

Simulations predicted a 14-dB gain, a 3-dB NF, and a 21-GHz resonant frequency.
The reduced resonant frequency has already been accounted for, due to the increased
inductance and the larger transistor capacitances. Referring to equation (2.26), a 50%
reduction in Q results in a 6-dB reduction in{B. This accounts for the drop in,$from
the expected value of 14 dB to the measured value of 8 dB. The understanding of the
higher noise figure is not as straight-forward, though. First, these noise measurements
were obtained through on-wafer probing using external baluns, which yields higher noise
figures (on the order of 1-2 dB) as compared to packaged chips, due to variations in the
contact resistance of the probe. Second, generally speaking, as the gain is decreased, the
noise figure increases, due to higher input-referred noise. Third, decreased inductor Q
results in more thermal noise generated by the resistive loss of the inductors. This is par-
ticularly severe for |y and Ls, which are located at the input of the LNA. Fourth, the mod-
eling of the transistor’s thermal noise coefficiegt Wwhich was assumed to be 1.17 in

simulations based on 0.325n measurement results, is expected to increase with
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Figure 3-17 Measured S-parameters for differential LNA with source-follower buffers.

decreasing channel length due to increased hot-carrier-induced noise) and the body resis-
tance can greatly influence the noise figure. According to SPICE simulations, incrgasing
to 2, and R, from 10 to 20Q, increases the noise figure by 2 dB. Finally, BSIM3v3’s
modeling of the transistor’'s noise parameters is not very accurate; therefore, BSIM3v3'’s
optimal noise matching condition versus the actual optimum can be very different. This
can result in operating at a suboptimal input noise-matching condition. All of these effects
taken together can yield the 4.7-dB increase in noise figure.

Figure 3-17 shows the measured S-parameters for the differential LNA with
source-follower buffers (driving a 10Q-load). For \=0.5 V, the gain of the LNA/buffer
circuit increases to 21 dB, while consuming a total of 28.2 mW from a 1.5-V supply. Table
3-5 summarizes the measured results. The resonant frequency has increased to 14.4 GHz.
The gain is increased compared to the single-stage LNA result due to removal of the
capacitive transformer and the presence of negative conductance at the output nodes of the

LNA. Too much negative conductance, however, can result in unstable operation by



67

causing the total resistance at the output node of the LNA to be negative. By increasing
Vgcto 0.9V, the gain of the LNA/buffer circuit could be increased to 25 dB; howewer, S
becomes greater than 1, indicating unstable operation. Therefgsés ¥hosen such that

stability is ensured (i.e.,,$< 0 dB).

3.6 A 23.8-GHz, 0.14m SOI CMOS Tined Amplifier

3.6.1 Circuit Implementation

Since the wireless clock distribution system requires RF circuits operating above
15 GHz, it is necessary to evaluate the potential of deep submicron CMOS technologies
for this frequency range. As CMOS technologies approach the sub-tenth-micron regime,
the cutoff frequencies will exceed 100 GHz. Also, multiple interconnect layers in these
processes will facilitate on-chip passive components with acceptable quality factors.
These trends point to CMOS being a viable option for RF applications at 18 GHz and
above. Recent results which attest to this fact include a @ra&Hstributed amplifier used
as a 16.6-GHz oscillator [Kle99], a 0.18n, 23-GHz amplifier using a simple cascode
and on-chip transmission lines for matching [Yan99b], and autnl-25.9-GHz volt-
age-controlled oscillator [HunOOb]. From these, it can be seen that CMOS transistors can
be used to implement circuits operating above 20 GHz.

To further investigate the RF potential of deep submicron CMOS technology
including noise and linearity performance, and to evaluate the utility of lumped passive
components in 20-GHz amplifiers, a tuned amplifier operating at 23.8 GHz has been
implemented [FloO1b] in a partially-scaled Quin silicon-on-insulator (SOI) CMOS
technology from IBM. The process uses a OiB8-design rule set for all dimensions

except for the 0.Jum effective gate length (0.18m drawn gate length) and 3-nm gate
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Figure 3-18 Schematic of 23.8-GHz amplifier in a gri-SOI CMOS technology.

oxide thickness. Two metal layers (Quvh each) are supported and the substrate resistivity
is 1-2Q-cm. Partially-depleted, floating-body SOI transistors are used for all circuitry.
Figure 3-18 shows a schematic of the fully-integrated tuned amplifier including,
important parasitics. A three-stage topology is used to boost the circuit gain and reverse
isolation. As can be seen, this topology is very different than the single-stage
source-degenerated LNAs previously presented, providing a look at the high-frequency
performance of other circuit topologies. For ease of input matching, a common-gate input
stage with a shunt inductor is used. An overview of the common-gate topology is con-
tained in section 2.2 and Appendix A. At resonance, the input impedance to the amplifier
is 1/g,,1. Therefore, g, is designed to be 0.02! to provide a 502 match. Following the
input stage is a source-follower buffer which then drives a common-source cascode stage
with a tuned load. The output of this stage is matched t@5@sing a capacitive trans-

former. This stage is a non-degenerated version of the LNAs discussed earlier. Figure
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3-13(b) shows a die photograph of the Quir LNA. The die size is 0.44x0.51 nfm

Ground-shielded diamond-shaped pads are used at the input and output to reduce the para-
sitic capacitance to the substrate. Three on-chip spiral inductors of 0.55 nH are used in the
circuit. Finally, on-chip accumulation-mode MOS capacitors of 4.8 pF are used to bypass

Vdd’ Vgl, and Vgc-

3.6.2 Source-Bllower

The source-follower is used to shift the dc bias level from the output of the first
stage (at Yg) to the input of the third stage. The bias point of the source-follower is con-
trolled through input {., which controls the current throughnd sets the ysof M3. A
source-follower with a capacitive load can have a negative input conductance. Since
inductive source-degeneration provides a positive, real input impedance for the transistor,
by reason it follows that capacitive source-degeneration provides a negative, real input
impedance for the transistor.

Referring to Figure 3-18, it can be shown that the input admittance looking igto M

is as follows:
2 2
W [0+CL s —912CqrCi 1]
RE(Ysr) = Ggr = . 9283 2m3 92 5] > (3.2)
(Om3*+97)" + W (Cya+ C 1)
WC (gl + 07 + 0 (CygCyr + Cit))

2, 2
(Im3 +97)" + W (Cys+ C 1)
where g is the total output conductance at the source-follower output node (equal to
Ods3tOgs) and Gt is the total capacitance at the same node (equal to

CysatCspstCanatCqyao)- The voltage gain through the source-follower buffer is as follows:

— O3 + ijgsS
YT Gt gr +jw(Cyg+ Ciy)

(3.4)
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which has a magnitude less than one, a pote=d0yn3+0r)/(Cys3+Ci1) < W, and a zero at
wltor. Negative conductance indicates that energy is being generated. When a source-fol-
lower is used after an amplifier containing an inductive load, this energy actually replen-
ishes some of the energy lost in the inductor, causing the quality factor to increase. Hence,
the negative conductance of the source-follower increases the gain of the LNA through
increasing the load quality factor.

Figure 3-19 shows the measured input conductance versus control voltgge (V
versus frequency for a source-follower implemented in the QUSZMOS test chip. This
buffer is driving an open pad structure having a capacitance of ~ 40 fF. The conductance
becomes more negative with increasing frequency in agreement with (3.2). Also, the con-
ductance becomes more negative gsiWcreases to 1.2-1.4 V, and then begins to become
less negative for further increases igVThis is due to gz increasing for \j; between 0
to 1.2 V, causing G to decrease. However, the transistors in the source-follower eventu-
ally enter the linear regime, causing ® increase and,gs to decrease; thus,&becomes

less negative.

3.6.3 Gain of 24-GHz LN

The voltage gain of the three-stage LNA can be readily derived using equations

(A.3), (3.4), and (2.23). AssumingsX 0, the total voltage gain is as follows:

|Av|(,o:w0 - |Av cg DA‘V sf DA‘v cs] (3.5)
= %gleiglwoLdlEAv |§9 Qpa2WoL g2 Oyl
0 1+guRs O v m4 n(w,)|O0
eff .
_ m1QLd19oLg1C Omz + JWCyg gg QLa2Wol o () 0
0 1+9mRs 0gpg+gr+jw(Cyg+Clp)| ™ n(w,) (0
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Figure 3-19 Input conductance to source-follower buffer driving a capacitive load versus
frequency and control voltage.

where the factor® andn have been defined in (2.24) and (2.25), and;As defined in
(3.4). An effective quality factor has been introduced fgg,lto account for the negative

input conductance of the source-follower buffer, as follows:

off Qg
= . 3.6
Qd = TG, Z g(w0) (3.0

Impedance ¢4 is the conductance of the drain inductor of the first stage at (tank) reso-
nance. Such a substitution for the quality factor can be used whenever a tuned gain stage is
followed by a source-follower buffer. With the input impedance designed tos&RQ

(i.e., gny = 0.02Q1) and with Ly;=L gy, the total forward transducer gain becomes

0(w,)
n(w,)

19 ff 2,2
1S = 20A],_, = éRi;QﬁdeLdzwoLdl OA,, of . (3.7)

It can be seen that the denominator of (3.6) can become zero, indicating that “infi-
nite” gain is obtained. Thus, a finite output signal can be obtained when no input is present

to the amplifier, meaning that the circuit will oscillate. Obviously, this condition is to be
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avoided. Thus, the conductance of the source-follower is adjusted such that the gain is

improved while stability is maintained.

3.6.4 Measured Results

The measured S-parameters of the SOI amplifier are shown in Figure 3-20(a). At
23.8 GHz the amplifier is perfectly matched to QGat the input, with an § of -45 dB,
and well-matched at the output, with agpp,9f -9.4 dB. The transducer gain{Jis 7.3 dB
while the reverse isolation is 27 dB, which are both excellent for a CMOS circuit at this
frequency range. Also, the gain is greater than 0 dB beyond 26 GHz. The total supply cur-
rent is 53 mA for a 1.5-V supply, which is high due to the use of multiple amplifier stages.
The measured quality factor (Q) of the on-chip spiral inductors is ~2 at 24 GHz.
This value is lower than the expected value of 4.8, which resulted in the gain being ~15 dB
(20log{4.8/2)%) lower than its simulated value of 22 dB. The reason for this Q degrada-

tion, however, is not fully understood.
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Figure 3-20 (a) Measured S-parameters and (b) measured operating power gaandG
50-Q noise figure (NF) vs. frequency.
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Examining these results, it can be concluded that the gain performance of this
23.8-GHz amplifier is limited primarily by the inductor quality factor. Since this design
was completed before the effects of substrate resistance on inductor Q [FIoO0b] were fully
understood, patterned ground shields were not used even though the substrate resistivity of
1-2 Q-cm is in the range where ground shields would have enhanced the inductor Q. The
substrate resistance for these inductors is on the order oftB0®hile the parasitic
capacitance to the substrate is 25 fF (refer to inductor model in Figure 3-1(a)). According
to equation (3.1), the inductor Q is greatly reduced at 24 GHz, due to the substrate resis-
tance. In fact, had patterned ground shields been used, then the substrate resistance would
have been reduced to ~10-1% while the parasitic capacitance would have increased.
This would have approximately doubled the inductor Q, potentially increasing the gain by
20log{2}?=12 dB (for the case when the source-follower is adjusted for close to zero input
conductance). Further improvements could be obtained by improving the back-end pro-
cess by increasing the top-level metal thickness, increasing the distance between the
top-level metal and the substrate, and using copper rather than aluminum for the metal (as
will be the case for fully-scaled 0.m technology). Such improvements should easily
lead to inductoQ > 30[Bur98] at 20 GHz, as has been shown in this chapter. This would
dramatically increase the amplifier gain and decrease the power consumption.

Using simulated values for all quantities excepg@ (3.7), and then inserting the
extracted Qq value of 2, results in § = 9.2 dB, which is close to the measureg.SThe
discrepancy is attributed to differences between the transistor model and the actual device.
The estimated input conductance to the source-follower is -2 mS, resulting%m‘ Q.8.

Therefore, the negative conductance of the source-follower improyebySa factor of
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~1.4 or 3 dB. However, |4 is ~0.7; therefore, the net gain inSue to the source-fol-

lower is 1.4*0.7001 (0 dB). Thus, for this amplifier, while the source-follower is providing

a needed dc level shift between stages 1 and 3, the gain is unaffected. A potential better
use for the source-follower would be to use it purely as a negative conductance generator,
without passing a signal through the stage. The power consumption could be reduced by
reusing the current in the gain stage with the source-follower.

Multistage amplifiers can exhibit poor linearity, and negative conductance can
potentially affect this linearity even further. The measurgggfs -10 dBm (-16.2 dBm
referred to the input), while the IIP3 is -7.8 dBm. These linearity data are considerably
better than those obtained in [H098], an encouraging result, indicating that acceptable lin-
earity can be achieved with amplifiers utilizing source-followers.

Figure 3-20(b) shows the measured noise figure (NF) and associated gain (G
versus frequency. The gain is 8.1 dB at 23.8 GHz, while the noise figure is very high at 10
dB. The high noise figure is caused by the reduced first-stage gain, due to the low inductor
Q. Also, the noise associated with the input inductay, increases NF as well. The low
gain allows noise from stages two and three to refer to the input of the circuit. While such
a noise figure certainly is too high for typical wireless communication systems, it can be
decreased through circuit and inductor optimization. A final clarification on the amplifier's
performance is that although the NF is larger than the gain, it does not mean that the
amplifier is unusable (i.e., that the output signal-to-noise ratio (SNR) will always be < 1).
Noise figure is a relative quantity, representadegradationof SNR. Therefore, a high NF

degrades the dynamic range of a circuit through raising the minimum detectable signal.
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Table 3-6 Summary of measured results for 23.8-GHz SOI CMOS tuned amplifier.

Parameter Result Parameter Result
Resonant Frequency 23. 8 GHz NF 10 dB
S 7.3dB Rgg(in) -16.2 dBm
S -45 dB IIP3 -7.8 dBm
S, -9.4 dB Vg 1.5V
S -27 dB Supply Current 53 mA

A summary of the results for the tuned amplifier is shown in Table 3-6. Excellent
gain and isolation is obtained for CMOS circuits at this frequency. While only moderate
noise and linearity performance are obtained, once a fully-scaled CMOS technology with
a more advanced back-end process is used, the results should dramatically improve. These
improvements will be due to increased inductor Q, decreased parasitic capacitance which
allows the inductance and hence gain to increase, and finally further circuit optimization.
Finally, these results show that a Quir CMOS technology should be to able support RF
applications above 20 GHz, and suggest even higher operating frequencies for further

scaled CMOS technologies.

3.7 Summary
The validity of the LNA design methodologies presented in the previous chapter
was demonstrated through implementation of afih8-900-MHz CMOS LNA achieving
a 1.08-dB minimum noise figure at 30 mW, and a 1.5-dB minimum noise figure at 8 mW.
These results meet all of the required performance metrics for LNAs, demonstrating the
competitiveness of CMOS LNAs as compared to GaAs or silicon bipolar technologies.

Using a 0.254m CMOS process, 8-GHz single-ended and differential LNAs have been
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implemented on both*pand p substrates. The differential LNA oni pubstrate provides
10-dB of gain, with a 4.9-dB noise figure, consuming 21 mW from a 2.5-V supply. Using
a p' substrate degrades the gain-b6 dB and thenoise figure by ~ 2.5 dB, due primarily

to reduced inductor Q.

A 13.3-GHz differential source-degenerated LNA with 8 dB of gain has been
implemented in a 0.18m CMOS technology. The circuit was designed to operate at 21
GHz; however, larger than expected inductance and transistor capacitance decreased the
resonant frequency. This shows that as the operating frequency of the circuit increases
above 10 GHz, modeling of the transistors and passive components becomes increasingly
important. Currently, the accuracy is not scaling with frequency, indicating that larger
deviations between simulated and measured performances will occur at higher frequen-
cies. Although copper interconnects have increased the inductor Q in tham. ie:hnol-
ogy, an unplanned thinning of the metal layer during fabrication has mitigated the overall
improvement. Even still, inductor Q’s of ~28 at 15 GHz have been obtained. A test-circuit
containing the differential source-degenerated LNA plus a pair of source-followers has
been implemented, showing a gain of 21 dB at 14.4 GHz.

Finally, using a 0.34m partially-scaled SOl CMOS technology, a multistage tuned
amplifier with a common-gate input and source-followers has been implemented.
Source-followers generate negative conductance and provide a dc level-shift. The input
admittance and gain of this stage were presented. This amplifier achieves 7.3 dB of gain at
23.8 GHz, with positive gains beyond 26 GHz. This result is comparable to the highest

operating frequency to date [Yan99b] for CMOS amplifiers.



CHAPTER 4
CMOS FREQUENCY DIVIDERS

4.1 Owervien

In the clock receiver, the frequency divider translates the global clock signal to the
local clock signal. The divider should have a maximum operating frequency above 15
GHz and should dissipate a minimal amount of power. In addition, the divider should be
capable of locking to very low-level input signals--specified in terms of input sensitiv-
ity--which will improve the minimum detectable signal (MDS) of the clock receiver.
Finally, the signals reaching each of the frequency dividers within the clock receivers will
potentially have different phases and amplitudes, both resulting in clock skew, as well as
random noise, resulting in clock jitter. Clock skew and clock jitter as a result of these
mechanisms will be discussed in Chapter 5. However, to account for the phase difference
and, hence, reduce the clock skew, the dividers should be synchronized between receivers.

Using silicon and SiGe bipolar technologies, frequency dividers operating up to 82
GHz have been reported [Was00a, Was00b, Kna00, Wur00], and using CMOS technolo-
gies, dividers operating up to 26.5 GHz have been reported [Wan00, Wet00, Raz94,
Kur97]. Clearly, silicon is capable of supporting divider circuits operating above 20 GHz.
In this chapter, the design and implementation of high-frequency CMOS frequency divid-
ers operating up to 18.75 GHz and employing either source-coupled logic (SCL) or
dual-phase dynamic pseudo-NMOS [BRigic [Biy96, Yan99a] will be presented. The

SCL dividers are implemented in 0.25- and 0jii®-bulk CMOS technologies, operating

s
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up to 10 and 15.8 GHz, respectively. The [I§R]ivider Is implemented in a par-
tially-scaled, 0.1J4m CMOS technology with bulk and SOI substrates. A design method-
ology for SCL dividers based on injection locking which allows for maximizing the
operating frequency and minimizing the required voltage swing of the divider’s input sig-
nal is discussed. Also, using SCL, a new programmable divider is developed which allows
the start-up state of the divider to be controlled. Such programming will decrease the sys-
tematic clock skew, provided that the dividers are properly initialized and synchronously
released from the start-up state. The initialization and start-up methodology for the divid-

ers are also presented in this chapter.

4.2 FrequengDivider Using Source-Coupled Logic

4.2.1 Circuit Description

Figure 4-1(a) shows a block diagram of a divide-by-eight (8:1) frequency divider
employing SCL. The divider consists of three cascaded 2:1 dividers with dual-phase
inputs and outputs. Each 2:1 divider, shown in Figures 4-1 (b) and (c), consists of two SCL
D-latches in a master-slave configuration [War89, FloOOa, HunO1]. The outputs are tied to
the inputs with inverted phase to perform a toggle operation.

Source-coupled logic (also known as MOS current-mode logic (MCML)) has
some distinct advantages for the wireless interconnect application. First, a small-level
input voltage can be detected on the clock input. This is due to the differential structure of
the latch as well as the mechanism of division, which will be discussed shortly. Therefore,
the input sensitivity for the divider is high, improving the MDS of the receiver. Second,

the latch can be designed such that the outputs do not swing rail-to-rail, decreasing the
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divider implemented using source-coupled logic.
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power consumption for a given operating frequency. Third, the use of a differential struc-
ture reduces the switching noise of the latch, by keeping the supply current approximately
constant. Thus, the noise added by the divider is reduced, improving the output jitter.

A conventional SCL latch has a current source between the sourceg paMi
M1 10@nd ground, resulting in constant tail current. This current source is omitted for low
voltage operation due to the limited supply head-room, causing the total current flowing
through the evaluate and hold stages to not be constant. However, for fast transitions, the
2:1 divider always has both an evaluate and a hold stage on, thus the supply current
remains relatively constant (reducing the switching noise).

The voltage V55 is grounded to increase the maximum operating frequency by
operating M gin the linear region, which lowers the RC time constant for nodes Q and
Qp. Furthermore, when the voltage of Q is increasing (during a low to high transition), the
drain-to-source voltage and the output resistance @f{iMlinear region) are decreasing.

This nonlinearity of M helps to pull up Q to its logic high, which in turn helps to increase
the maximum operating frequency at the same power consumption. Similarly, when Q is
decreasing, the nonlinearity tends to push down Q to its logic low. In addition to the
advantage of high speed operation, this topology has reduced power consumption com-
pared to the topology in [Cra95], due to the elimination of the folded diode-connected

transistors from Q andyQo ground.

4.2.2 Latched Operating Mode

The 2:1 divider implemented with SCL can operate in one of two modes. The first
mode is the standard digital operation of latching, while the second is an injection-locked

mode which will be presented in the next section. The latching mode of operation occurs
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when the input clock signals have a large voltage swing. Herg, &t as an evaluation
stage when the latch is transparent, and regenerative ggjabt as a hold stage when the
latch is opaque. Thus, for CLK = high, the master is transparent and the slave is opaque,
with Q; and Q); taking the value of D and p For CLK = low, the master is opaque and the
slave is transparent, and nodesa@Qd Q,; are passed to the output. As is evident from this
description, cascading two level-sensitive D-latches in a master-slave configuration results
in an edge-triggered D-flip-flop (DFF). It can easily be verified that connecting the outputs
of a DFF back to its inputs with inverted phase results in a toggle flip-flop. Thus, for every

clock pulse, the output is toggled, resulting in a divide-by-two operation.

4.2.3 Quasi-Dynamic Operation

The question arises as to whether or not this SCL latch is static or dynamic. In
other words, is there a lower frequency limit for this latch? The answer to this question
depends on the sizing of the transistors in the latch [Mur95], and because of this, the latch
topology isquasi-dynamicTo illustrate this, the PMOS load transistors are first modeled
as resistors, with a resistopfg. Consider the case when the output of the master D-latch,
Qi is first evaluated low and then held low. Since there is no tail-current source, the cur-
rents through M and M, are not necessarily equal. The current values depend on the siz-
ing of M; and M, and the input clock signals. The current pulling; Qow during
evaluation for the master DFF is then modeled,ds), where f depends on the sizing of
M3 and M, the voltages Q and Qand the evaluation current, [Thus, Q; has a voltage

during evaluation equal to

LOWgya = Vaa— f1(1 )Rpm7- (4.1)
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Likewise, during hold operation of the master D-latch, the current pulligdd® is mod-
eled as §(I,), where § depends on the sizing of dand M, the voltages Qand Q;, and
the hold current,)l Thus, Q; has a voltage during hold equal to

LOWiioig = Vaa— fall2)Rem7- (4.2)
If f(15) > f4(14), the output voltage swing of the latch is decreased, and the voltageslQ
Qp; Might not be large enough to drive the next master-slave flip-flop.

For a given {(1,) to f5(I,) ratio, a lower frequency limit for the 2:1 divider exists,
set by how fast the nodes can change from LQYMo LOWq 4. AS long as the input fre-
quency is high enough, then LQY, cannot fully charge to LOW,,4, and the divider
functions properly. This lower-frequency limit was observed in simulations, where the
minimum frequency was approximately one-eighth of the maximum frequency for the
chosen transistor widths. To make the quasi-dynamic latch fully static, first, tail current
sources should be added and ®ould be set equal to ¥VThis then makes;lequal to }.

Second, the widths of §gshould all be equal [Mur95], forcing(,) to be equal to£{15).

4.3 Injection Locking of SCL Frequen®ivider

The second mode of operation for the 2:1 SCL divider is injection locking. Injec-
tion locking is the process of synchronizing an oscillator with an incident signal. Oscilla-
tors can be injection-locked to the fundamental [AdI46, Pac65, Uzu85], subharmonics
[Zha92], and superharmonics [Sch71, Rat99] of the input signal. This section will exam-
ine the oscillation of the SCL divider and discuss how the divider can be injection-locked.
The actual theory behind injection locking is presented in Appendix E. This appendix

reviews the basic operation of injection-locked oscillators (ILO’s), and presents the
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locking range, its dependence on signal level, the steady-state phase error between input

and output signals, and the phase noise of ILO’s.

4.3.1 Oscillation of SCL Dider

To understand the phenomenon of injection locking, the oscillation of the 2:1
divider with no input present must first be understood. When the input clock signal swings
are very small, then CLK and ClLKare approximately equal at their common-mode
value. Thus, both the master and slave latches are semi-transparent, allowing signals to
propagate through both latches. Referring to Figure 4-1(b), if the delay from the gate to
the drain of M is equal tor,g, then the total delay around the loop is equaltgThus,
the divider oscillates at a frequency equalzltT(:aL;]I and the signal at the drair ofilM
lag the signal at the gate of by 9C°. The divider circuit can thus be likened to a
two-stage ring oscillator with an inversion in the 1bop

Additional understanding of the oscillator can be gained by solving for the
small-signal loop gain of the divider. First, assume the two latches are identical and that
each latch is symmetric (i.e., ¥WW,, Ws=Wg, and W,=Wjg). Consider the case when
CLK and CLK, are held at a constant and equal value. For this cagend M, become
current sources. Cross-coupled transistoegian be represented as negative resistances
with values of -1/g., where g is the transconductance ofgMThe PMOS load can be

modeled as a conductance, Ginally, the total capacitance at the output nodes of the latch

can be represented by, CFigure 4-1(c) can then be simplified to Figure 4-2, by

1. An actual expression for the propagation delay through each latch was not derived, since
this delay can readily and more accurately be obtained with SPICE.
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Figure 4-2 Representation of source-coupled latch as a fully-differential amplifier and the 2:1
divider as an oscillator.

representing each source-coupled latch as a fully-differential amplifier. The small-signal

loop gain (T) of the 2:1 divider can be shown to be as follows:

Im3 DZ
T =0 . . 43
%P_gcc-'_ J(")CLD ( )

For oscillations to begin, the phase of T should be®&0d |T| > 1. Choosing [T| > 1
ensures start-up and causes the amplitude of oscillation to increase until non-linearities
within the amplifier limit the amplitude. This amplitude condition requirgg g w,C, .
For the phase of T to be 38Qhe phase-shift through each differential amplifier should be
9(°. This corresponds topg= g... This Barkhausen criterion for oscillators applies to
small-signal sinusoidal oscillations. However, with a loop gain greater than one, the oscil-
lator will become nonlinear and its amplitude and frequency will be determined by the
large-signal characteristics of the circuit. The divider then behaves as a relaxation oscilla-
tor (also known as an astable multivibrator) [Sed91].

Relaxation oscillators are hysteretic comparators which charge and discharge
capacitances located in a feedback loop. The oscillation frequency of a relaxation oscilla-

tor depends on the capacitance being charged, as well as the current drive of the
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comparator. It is interesting to note that any ring oscillator whose propagation delay is set
by the charging of RC circuits can be considered to be a relaxation oscillator [Ega99];

thus, the two models used to describe the divider’s oscillation are equivalent.

4.3.2 Description of Injection Locking

Since the 2:1 divider can self-oscillate, it is possible to injection-lock the divider to
an input signal whose frequency is close to either the fundamental, subharmonic, or super-
harmonic of the oscillation frequency. Thus, for a 2:1 injection-locked frequency divider
(ILFD), the input signal is close to the second harmonic of the oscillation frequency,
herein referred to assk. The locking mechanism of the oscillator, for an input signal at
twice the natural frequency (a superharmonic), is created by nonlinear properties in the
oscillator which generate intermodulation products close to the natural frequency [Rat99].
Referring to Figure 4-1(c), the drain node of, Mscillates at twice the natural frequency;
hence, this node is naturally suited to injecting a signal at this double frequency. An alter-
native and equivalent understanding of the circuit is that injection locking is being used to
synchronize this “double-frequency” oscillator (drain of\t a frequency neajsh. This
understanding is more straightforward and avoids the complications surrounding super-
harmonic injection locking.

The range of input frequencies over which the ILFD can be locked or “pulled” is a
function of the input voltage swing and the frequency-dependent energy-loss in the oscil-
lator. Appendix E shows that the voltage swing of the locking signg) (¥ related to the

locking frequency rangé\(v,) and the oscillator output voltage swing4)Vas follows:

Vv
—£>AwA. (4.4)
VO



86

Here, \p is the voltage swing of the double-frequency oscillator (drain gj,Mnd A is

equal to the derivative of phase-shift around the oscillator with respect to frequency. For a
tuned oscillator, A is equal to 2@). Appendix F shows that the equivalent quality factor

of a ring-oscillator is approximately equal 2. Thus, an injection-locked ring oscillator

has the following input-swing to locking-range relationship (also known as the input sen-

sitivity of the divider):

Vi oo
v > 5 800 (4.5)

A voltage conversion gain can be defined for the frequency divider, equal to the
ratio of the output swing to the input swing. Since the gain occurs at two different frequen-
cies, it is referred to as conversion gain. This gain can be related to (4.5) by relating the
output swing of the divider to the swing of the double-frequency oscillator. Thus, the cir-
cuit has “infinite” gain at;gqo. Also, (4.5) shows that the further away the input frequency
is from fgq, the larger the input voltage-swing has to be.

To control the oscillation frequency and conversion gain of the divider, the transis-
tor sizes, input common-mode voltage, and supply voltage can all be adjusted. Referring
to Figure 4-1(c), the speed of switching nodg,(iGH depends on the size andgly/of
M7 g (note Vg dependence), while the speed of switching noglg; @ow depends on the
sizes of My 4and M, , as well as the common-mode voltage on the clock inputs. For both
cases, the switching speed is decreased by the presence of regenerativggainté the
positive feedback has to be overcome by the charging or discharging mechanism. There-
fore, all of the transistor sizes, the supply voltage, and the clock common-mode voltage

determine the self-oscillation frequency for the 2:1 ILFD. Note that the transistor sizes are
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used to adjust the oscillation frequency during design, while the voltages can be used to

adjust the oscillation frequency during circuit testing.

4.3.3 Simulation of Injection-Lo@d Dvider

This section will present simulation results for an ILFD, showing tkg &nd

demonstrating the dependence of the input swing on the locking range. To extatid

8:1 divider is simulated using a transient analysis, with both CLK and (Ch&ld at

approximately mid-supply. As with other oscillator simulations, initial conditions are

required, where nodes;@nd Q are initialized to the supply ang,;@nd Q, are initialized

to ground. Finally, since this is an analog simulation, the SPICE tolerances should be

decreased as compared to a standard digital simulation.

Figure 4-3 shows the simulated oscillation of the 8:1 ILFD, for a ug5CMOS

process. Since y; = 2.5V, CLK and CLK, are set to ~1.3 V. The output of the first 2:1

divider is oscillating at 6.1 GHz, while the following 2:1 dividers are locked at 3.05 and

Figure 4-3
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Simulation of self-oscillation of 8:1 source-coupled divider. The clock inputs
are held at 1.3 V, causing the first 2:1 divider to oscillate at 6.1 GHz for
Vgq=2.5V (fso = 12.2 GHz).
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Figure 4-4 (a) Simulated input sensitivity of 0.p5 CMOS 8:1 divider (b) Exponentially
decreasing input signal at 8 GHz and output signal of 8:1 divider, illustrating
divider's dependence on input voltage swing.
1.5 GHz, respectively. Thusigh is equal to 12.2 GHz. This simulation can be iterated
through various device sizes to sgifto the desired operating frequency. Additionally,
this simulation can be run for the second and third 2:1 dividers to set their respective
self-oscillation frequencies to one-fourth and one-eighth of the desired operating fre-
guency. Note that for an 8:1 asynchronous divider, any of the three 2:1 dividers can oscil-
late provided that the input signal level to each divider is small. However, for the typical
case where the first 2:1 divider oscillates with a large output signal, the following 2:1
dividers operate in a latched mode.
The input-swing versus locking-frequency-range relationship is shown in Figure
4-4(a), which plots the simulated input peak-to-peak voltage swing versus input fre-
guency. To obtain these input swings using a single simulation, a damped sinusoid was

injected into the divider, as shown in Figure 4-4(b). Eventually, the divider cannot lock to

the input signal, at which point the input voltage swing is determined. This simulation is
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repeated for every desired input frequency. As can be seen from Figure 4-4(a), the
required input swing dips at the self-oscillation frequency (12.2 GHz), and then rapidly
increases for higher frequenc?eé“he locking frequency range for a given input swing is
equal to the distance between the left and right portions of the curve. This simulation veri-

fies that larger input voltage swings result in larger locking ranges.

4.3.4 Implications of Injection Locking for Clock Distution

The frequency divider will operate in the injection-locked mode for small-level
input signals, and in the latched mode for large input signals. Therefore, to minimize the
minimum detectable signal (MDS) of the receiver, the divider should be injection-locked,
with its input-referred self-oscillation frequency near the operating frequency of the
receiver. This provides an alternative interpretation for the wireless clock distribution sys-
tem. Using this interpretation, each receiver is initially a free-running oscillator. The trans-
mitted global clock signal is then used to injection-lock each oscillator and therefore
synchronize the system. Noise and interference can corrupt the global reference signal as

well as the phase of the oscillators themselves, resulting in phase noise or clock jitter.

4.4 A 10-GHz, 0.2%m CMOS SCL Diider

4.4.1 Circuit implementation

A 10-GHz 128:1 source-coupled frequency divider has been implemented using a

standard 0.2%m CMOS technology. A block diagram of the divider is shown in Figure

2. Note that for wireless interconnects, the region corresponding to input frequencies above
fiso should be avoided since the receiver’'s MDS would be severely degraded.
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Figure 4-5 Block diagram of 128:1 divider.
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Figure 4-6 Schematic of true single-phase clocked (TSPC) latch.

4-5. The first 8:1 divider is implemented with SCL, while the lower frequency 16:1 asyn-
chronous divider is implemented using true-single-phase-clocked (TSPC) logic [Yua89].
Figure 4-6 contains a schematic of the TSPC latch. Simulations indicate that this latch can
operate up to ~ 2 GHz for the chosen device sizes. All of the devices for the SCL and
TSPC dividers shown in Figure 4-1 and Figure 4-6 are implemented with a channel length

of 0.25um, whereas the channel widths are given in Table 4-1.



91

Table 4-1 Transistor sizing for 0.26n 128:1 frequency divider
SCL 8:1 Divider

Transistors First 2:1 Second 2:1 Third 2:1
W1, Wo, Wy, Wyo 12 um 3um 3um
W3, Wy, W3, Wiy 6 um 6pum 6pum
Wsg, Wg, Wy5, Wqg 2.1pum 2.1pm 4.2um
W7, Wg, Wy, W 5.1um 2.55um 2.55um

TSPC 16:1 Divider
Sizes Are Same for each 2:1 TSPC Divider

W2, W3, W4, W5, W6, W7, W8, WlO 6 pm
Wl’ Wll 3 pm
Wg 12 pm

Figure 4-7 Die photograph of 0.26n, 128:1, 10-GHz source-coupled divider.

Figure 4-7 shows a die photograph of the 128:1 divider [FloOOa]. The die size is
730x510um?2. On-chip 20-pF bypass capacitors are included betwegrakd ground for
the 8:1 SCL divider, 16:1 TSPC divider, and output buffer. Separate supplies are used for
each circuit to prevent any low-frequency supply noise from the latter stages of the divider

from corrupting the high-frequency operation of the first 8:1 divider. In particular, when
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Figure 4-8 Measurement setup used to characterize dual-phase frequency divider.

the output buffer switches its 50-load, a large current spike results, which can then
cause the supply voltages to ring with a long time constant. In addition to the bypass
capacitors, 5@ resistors are included between the two inputs of the 128:1 divider to
ground. Since the input impedance of the divider is capacitive, and the source&jsa50
reflection coefficient with magnitude of 1 results. This causes the input voltage to be twice

as large as that applied by the source, potentially damaging the input transistors.

4.4.2 Measured Results

A measurement setup has been developed to characterize the divider on-wafer, and
is shown in Figure 4-8. This setup consists of an external signal generator followed by a
180 coupler, which acts as a balun. Thus, the unbalanced signal from the sweeper is con-
verted to differential input signals for the divider whose power is (ideally) 3 dB less than
the power at the input of the balun. To set the common-mode voltage for the input signals,
bias-Ts are placed on the differential and common-mode inputs for tffecd8@ler. This
is preferable to placing the bias-Ts on the output of the coupler since phase mismatch in
the bias-Ts will be eliminated. Semi-rigid cables are then used to connect the balun to the
ground-signal-signal-ground probe. Finally, the divider is probed and the output is mea-

sured using an oscilloscope. A key requirement for this measurement setup is that the
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Figure 4-9 Measured results for 0.p& divider: (a) Maximum input frequency and power
consumption versus supply voltage. (b) Input sensitivity versus frequency versus

supply voltage.

phase difference between the two input signals has to be as close®aslpossible, else
the divider will not operate up to its maximum operating frequency.

The measured maximum input frequency versus supply voltage for the 128:1
divider is shown in Figure 4-9(a). Also shown is the measured power consumption versus
supply voltage for the 8:1 divider core. At a 2.5-V supply, the 8:1 divider operates up to
9.98 GHz, while consuming 18.4 mW. The measured output waveform for a 9.98-GHz
input signal is shown in Figure 4-10. The reduced output swing is due to driving(a 50-
output load. At 1.5V, the divider can operate up to ~6.6 GHz while consuming 3.3 mW.
These are excellent speed and power trade-offs for gud2echnology.

To measure the input sensitivity of the divider, the minimum input power level for
each input frequency was recorded for multiple supply voltages. Figure 4-9(b) shows the

resultant plots. For a 2.5-V supply, a 2.2, input signal is required to operate at the
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Figure 4-10 Measured output waveform from 0|28-CMOS 128:1 frequency divider. Input
frequency is 9.98 GHz for )4 = 2.5 V and output frequency is 78 MHz.

maximum input frequency of 10 GHz. This input swing is almost equal to the supply volt-
age; thus, the MDS of the receiver for this frequency would be very high. However, if the
input frequency is decreased to 7.4 GHz, then only a ~4Quu\input signal is required,
directly corresponding to an improvement in the receiver MDS. The measurements shown
in Figure 4-9(b) were not obtained at very low frequencies; thus, the characteristic input
sensitivity plot, as shown in Figure 4-4(a) was not completely obtained. Specifically, for
frequencies below,dq, the required input voltage swing should increase. This trend is
only beginning to be evident for the 2.0-V and 2.5-V plots in Figure 4-9(b). Hasfare
approximately 6.1 and 7.3 GHz forgy= 2.0 and 2.5 V, respectively. These numbers do
not agree well with the simulated values from SPICE, due to an inconsistency between the
simulated transistor model capacitance and the model capacitance fit to the actual wafer

data. Table 4-2 summarizes the measured results for th@ud 2&quency divider.



Table 4-2 Summary of measured characteristics for SCL frequency dividers

Frequency
Divider

0.254um Divider

0.18pm Divider

Division Ratio

128:1

64:1

9.4mW @ 2.0V

fmax 6.6 GHz@ 1.5V 15.8GHz @ 1.5V
88GHz@ 2.0V 204GHz @ 2.1V
9.98GHz @ 2.5V
fiso 6.1GHz @ 2.0V 9.15GHz @ 1.5V
73GHz @ 25V 142GHz @ 2.1V
Power 3I3mMW@ 15V 45mW@ 15V

122mwW@ 2.1V

184 mW @ 2.5V

4.5 A 15.8-GHz, 0.18m CMOS SCL Dvider

4.5.1 Circuit Implementation

Building on the results achieved in the 0.g6¢ CMOS technology, a 15.8-GHz
64:1 source-coupled frequency divider was implemented using g0ri8MOS technol-
ogy with six layers of copper interconnects [FloOla]. This technology was obtained from
UMC as part of the SRC Copper Design Challenge, sponsored by the Semiconductor
Research Corporation (SRC), Novellus, SpeedFam-IPEC, and UMC. The block diagram
shown in Figure 4-11 is similar to that in Figure 4-5, except the division ratio is now 64:1
and there are two TSPC low-frequency 8:1 dividers in opposite phase. This is done to pro-
vide two output signals for testing and triggering, as well as to minimize the supply-line
bounce. All of the devices for the SCL and TSPC dividers shown in Figures 4-1 and 4-6
are implemented with channel lengths of Qub8 and channel widths given in Table 4-3.

Figure 4-12 shows a die photograph of the 64:1 divider, with a die size of 370x590

um?. On-chip 20-pF bypass capacitors are included betwegraid ground for the 8:1
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Figure 4-12 Die photograph of 0.18n, 64:1, 15.8-GHz source-coupled divider.

Table 4-3 Transistor sizing for 0.18n 64:1 frequency divider

SCL 8:1 Divider

Transistors First 2:1 Second 2:1 Third 2:1
W4, Wy, Wy, Wy 7pm 1.94pm 1.2pm
W3, Wy, Wy3, Wiy Spum 3um 2.4um
Ws, We, Wys, Wig 1.5um 1.7um 1.5um
W7, Wg, Wy, W1 2.6um 1.2um 0.94um

TSPC 8:1 Divider
Sizes Are Same for each 2:1 TSPC Divider

W2, W3, W4, W5, WG’ W7, W8, Wlo 2 pm
Wl’ Wll 1 pm
Wy 4pum

96
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Figure 4-13 Measured results of 0.8 frequency divider
(a) Maximum input frequency and self-oscillation frequency vergjs V
(b) Input sensitivity versus frequency fog#1.5 and 2.1 V.

SCL divider, 8:1 TSPC dividers, and output buffer. Again, separate supplies are used for
the SCL and TSPC dividers to prevent any low-frequency supply noise from the latter
stages of the divider from corrupting the high-frequency operation of the first 8:1 divider.

Also, 504Q resistors are included between the two inputs of the 64:1 divider to ground.

4.5.2 Measured Results

Using the measurement setup in Figure 4-8, the maximum input frequency and
power consumption (for 8:1 divider core) versus supply voltage plots for the 64:1 divider
were obtained, and are shown in Figure 4-13(a). For a 1.5y tie maximum input fre-
quency is 15.8 GHz, and the power consumption is 4.5 mW. The maximum input fre-
quency increases to 20.4 GHz whernygVis increased to 2.1 V, while the power
consumption increases to 12.2 mW. These are excellent power/speed trade-offs. Figure

4-14 shows the output waveforms fgf £ 15.8 and 20.4 GHz, at)j= 1.5 and 2.1V,
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Figure 4-14 Measured output waveforms of Oub8-64:1 frequency divider.

respectively. The output frequencies are 247 and 319 MHz, respectively. Once again, the
reduced output swing is from driving a 80eutput load.

The {5 is plotted in Figure 4-13(a) versus supply voltage. At 1.5;§41s 9.1
GHz, while at 2.1V, g is 14.2 GHz. It can be seen that the difference between the maxi-
mum operating frequency andis ~ 6 GHz. Figure 4-13(b) shows the input sensitivity
for the 64:1 divider. The input sensitivity dips at the self-resonance frequency, as expected.
From the self-oscillation frequency ayy1.5 V, 1pq is extracted to be 55 ps/DFF. Table

4-2 summarizes the measured results for the Pri8requency divider.

4.6 Programmable Frequgnbivider Using SCL

4.6.1 Motvation and General Concept

As will be discussed in Chapter 5, a fundamental requirement for a wireless clock
distribution system is ensuring that all of the clock receivers distributed throughout the

chip are synchronized. This means that the delay mismatch, caused by differences in
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propagation delays, of the clock signals has to be under a certain tolerance (typically less
than 5-10% of a clock cycle). The difference hastatic or time-invariant component
resulting in clock skew anddynamicor time-variant component resulting in clock jitter.

For the wireless clock distribution system, the static skew has tawttiomand
systematicomponents. Random clock skew is that which is not knewpriori, due to
gain and phase differences amongst receivers. These differences will be caused primarily
by process variation and temperature gradients. Also, currently lumped into the random
category are differences in the antenna gain, phase, and impedance, due to metal structure
interference effects [Yoo00, Kim0OOb]. Note, however, that as both the antenna and system
electromagnetic modeling become more robust and accurate, this skew will shift from ran-
dom to systematic skew.

Systematic clock skew is caused by differences in flight times of the electromag-
netic wave between the transmitter and receivers. Referring to Figure 1-2(a) for a
intra-chip wireless clock distribution system, the difference in path lengths between the
receivers nearest and farthest from the antennas can be a significant portion of the chip’s
linear dimension. For example, for a 25 x 25-ﬁ1u’mip with an evenly distributed grid of
16 receivers, the maximum path-length difference is ~9 mm. At 15 GHz, this is close to
the global clock signal’'s wavelength in silicon-dioxide (10.1 mm) and about 1.5 times the
wavelength in silicon (5.8 mm), causing a significant phase mismatch. For an inter-chip
distribution system, the path lengths will be much more equalized, which is a benefit over
the intra-chip distribution system.

One method to remove the systematic skew is to ensure that the global clock sig-

nals have the same phase at each receiving antenna. This can be accomplished by forcing
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Figure 4-15 Illustrations (to scale) of grids upon which clock receivers should be placed. (a)

Grid spacing of one wavelength from transmitter, with solid for wavelength in

silicon dioxide and dash-dot for wavelength in silicon. (b) Grid spacing of one

eighth of a wavelength in oxide, used when the dividers are programmed to initial
states of 0 to 7 (for divide-by-8).

all of the receivers to be a multiple of a wavelength away from the transmitter. This con-
cept is illustrated (to scale) in Figure 4-15(a), which shows circular grids spaced multiple
wavelengths from the transmitter. The solid line represents wavelength in silicon dioxide
and the dash-dotted line represents wavelength in silicon substrate. This begs the question,
though, of in which medium does the electromagnetic wave propagate. Also, multipath
effects will be anisotropic; therefore, the wavelength in one direction will not necessarily
be the same as the wavelength in another direction. These issues will be addressed further
in chapter 6. Assuming, however, that the wavelengths are kiaquiori, then the receiv-
ers can be placed on such a grid.

From examining Figure 4-15(a), it can be seen that the grid is not dense enough to
accommodate clock receivers in a feasible arrangement. This is where the concept of pro-

gramming or initializing the frequency divider is useful. Frequency dividers are basically
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counters, where the division ratio is equal to the count (e.g., an 8:1 divider counts from O
to 3 while outputting a one and from 4 to 7 while outputting a zero). If receivers close to
the transmitter are initialized to a smaller count, and receivers far from the transmitter are
initialized to a larger count, the mismatch in time-of-flight delays among the receivers will
tend to be cancelled. Graphically, this reduces the grid spacing by the division ratio.
Hence, for an 8:1 divider, the receivers can be placed on a grid with spa@nwhich

then equalizes the time-of-flight delays and decreases the systematic skew to 0. This is
illustrated in Figure 4-15(b), which shows the grid for wavelength in silicon-dioxide.

Since random clock skew also exists, it is impossible to design a grid to equalize
the total skew. However, assuming that the total skew in the system can be estimated or
detected, then the start-up state of the divider can be modified accordingly. Therefore, the
worst-case total skew percentage then becaﬁﬁﬁ , Where M is the division ratio of the
divider. For an 8:1 programmable divider, the maximum output skew is +/-6.25%. Note,
that if the skew can be estimated, then the receivers do not have to be placed on a grid.

The initialization methodology is conceptually illustrated in Figure 4-16, which
shows two clock receivers with an initial skew of 20%. Also shown are the 8 possible
start-up states/phases for the 8:1 dividers in the clock receiver. As can be seen, by select-
ing the correct states for each divider (requiring initial skew estimation or detection), the
skew can be reduced from 20% to 3% (for this particular example).

Therefore, circuits are required to initialize the SCL divider, and a methodology is
needed to start-up the clock distribution system in phase. This is complicated by the fact
that the SCL dividers will self-oscillate in the absence of an input signal. Therefore, a way

is needed to prevent these circuits from self-oscillating during initialization as well.
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Figure 4-16 lllustrations of concept of divider programming to reduce systematic skew. Two
receiver start with a skew of 20% and by selecting the correct state of each, the
skew can be reduced to 3% (for this example).

Finally, the initialization circuitry should not load down the divider, which would lower

the maximum frequency and change the conversion gain versus frequency.

4.6.2 System Start-Up Methodology

It has been shown conceptually how programmable frequency dividers can be used
to reduce and potentially eliminate systematic clock skew. These programmable dividers
will rely on some initialization signal (INI) which will denote whether the divider is to be
initialized or to operate freely. Therefore, a start-up methodology is needed for the system
to initialize all of the receivers to the correct state or count (CNT), and then to release
these receivers from the initialized state to the free-running state.

For programming the dividers, there are two basic methods--dynamic and static.
One is to correct the system dynamically with feedback. Here, the phase-offset between
each clock receiver and its nearest neighbors can be measured with a phase detector, and

then the CNT of the dividers can be adjusted accordingly. The system is basically
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operating as a delay-locked loop (e.qg., [Sut95]), where the phase of all of the receivers will
be dynamically adjusted to a steady-state phase lock. This system is very similar to a dis-
tributed synchronous clocking approach [Pra95]. The benefit of this system is that very
small skew can be obtained, equalizing both random and systematic phase errors. Also,
phase errors will not accumulate, since the system is controlled dynamically. However,
distributed synchronous clocking eliminates the need for integrated antennas and wireless
interconnects. Instead, multiple independent oscillators can be distributed throughout the
chip, and then phase-locked to one another, as in [Gut00]. Distributed clocking has the fol-
lowing disadvantages, though: the benefit of having another communication medium on
chip is eliminated; jitter will spread and accumulate across the chip, since phase noise
from each input signal is transferred through the phase-locked loops via low-pass filter
responses; and there is added complexity to the system.

A second option for programming the dividers and starting up in a synchronized
state is to train the system at start-up, detecting the phase error for each receiver. Here, the
receiver phase errors are detected during training and a CNT value is extracted. The appro-
priate CNT values are held in memory and used during normal system operation. This
phase-correction is static rather than dynamic, happening only once during system opera-
tion. This static phase correction has the drawback of accumulating phase errors. In other
words, once the system is programmed, there is no other way to correct for phase errors
caused by noise or system fluctuations (e.g., power line fluctuations). Therefore, the sig-
nal-to-noise ratio of the system would have to be high.

The training mode would have the following conceptual steps. First, the clock

transmitter broadcasts the global clock (GCLK) used as a training signal. Second, each
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clock receiver detects GCLK with INI = 0 and CNT = 0, and generates a local clock
(LCLK). These LCLK’s have random and systematic clock skews. Third, the skew is mea-
sured against the receiver’s neighbors with phase detectors and converted to a digital word
with a 3-bit analog-to-digital converter (3 bits for 8 states). Note that a method is needed
to prevent mode-locking [Pra95], where systematic offsets can occur if the phase offsets
from multiple receivers are simply added (i.e., offset from one receiver i$ a8@ offset

from another receiver is -8Qesulting in a net of zero phase offset, however all of the
receivers would be out of phase). To prevent mode-locking a non-monotonic phase detec-
tor response is required [Pra95]. Fourth, GCLK is turned off, and each receiver is initial-
ized to the appropriate state, with INI =1 and CNT = 3-bit word from previous step. Fifth,
either all of the clock receivers “report” back to the transmitter when they have been ini-
tialized, or the system waits a certain amount of time for initialization to occur. Sixth, fol-
lowing training, GCLK is released and the receivers should begin detecting the signal and
generating the synchronized LCLK’s. However a method is still required to release the ini-
tialization signal once GCLK is present at the input to the frequency divider. This is com-
plicated by the fact that the frequency divider self-oscillates without the input signals
present. Approaches to synchronously release the dividers from the initialized states will

be the subject of future work.

4.6.3 Circuitry for Programmable SCL\der

The dividers used up to this point have been asynchronous, consisting of cascaded
2:1 dividers. Therefore, an initialization methodology for a 2:1 divider is required before a

2\:1 divider can be initialized. Figure 4-17(a) shows a block diagram of a 2:1 divider
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Figure 4-17 (a) Block diagram of 2:1 frequency divider using SCL and (b) ideal input and
output waveforms for divider and associated states.
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employing SCL. A schematic of the SCL DFFs is shown in Figure 4-1(c). Figure 4-17(b)
shows ideal waveforms for the input clock signal as well as for all four of the “drain”
nodes in the divider, labelled QQ1, Q2, andQ2. Examining these waveforms, it can be
seen that the divider has four possible states. State variables S1 and SO are introduced to
identify these states, where Sl is the desired value of the divider input (i.e., clock signal)
and SO0 is desired value of the divider output, defined @ze

The initialization circuitry should set all of the drain nodes for each of the four
possible states. This results in the truth table shown in Table 4-4, which is obtained with
the help of Figure 4-17(b). The drain nodes can then be defined logically by the state vari-
ables, as shown in the table. Therefore, during initialization, drain nodes Q@2 e

set toS0O and SO, respectively, while drain nodes Q1 @idare set to the exclusive-nor



Table 4-4 Truth table for initialization circuitry
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State Output Drain Nodes
(cialck) (Oust?)ut) Q2 | Q2 Ql Q1
0 0 1 0 1 0
1 0 1 0 0 1
0 1 0 1 0 1
1 1 0 1 1 0
Logic Function: Q20| Q2=S0| Q1 = S10 SO| Q1 = S10 SO

and exclusive-or of S1 and SO, respectively. When not in initialization, these drain nodes

should be unmodified both in terms of their logic value and in terms of their impedance,

allowing the divider to operate at full speed.

The schematic of the 2:1 divider with the initialization circuitry is shown in Figure

4-18. This circuitry meets all of the above requirements. The multiplexed initialization

data is introduced through PMOS transistorg dviwhich inverts the data. Therefore, the

logic functions for the PMOS gate inputs are as follows:

S10 SOONTI,

S10 SOUINI,

= SO NI,

= SOONI.

(4.6)
(4.7)
(4.8)

(4.9)

The drain nodes are the inverse of these functions. Since PMOS transistors will only be

able to pull the drain nodes high when their inputs are low. Therefore, very weak NMOS

transistors (M) are included to activate the regenerative pairg gMvhen INI = 1. When
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Figure 4-18 Schematic of 2:1 frequency divider with initialization circuitry.

one of the PMOS transistors pulls its drain up tgyMhe positive feedback in the regener-
ative pair causes the other drain to be pulled down to ground. Since these PMOS
transistors originally had their gates grounded to act as pseudo-NMOS loads, the initial-
ization data are multiplexed with a ground signal, where the INI signal controls the multi-
plexer. Thus, for INI = 1, Yis defined as above, and for INI = Q, ¥ 0.

The logic blocks are implemented using complimentary pass-transistor logic
(CPL) [Bel95], in a logic array. Inputs to the array, shown in Figure 4-19, are S1, SO, INI,

and their complements. Inverters are required at the output of each logic function to
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Figure 4-19 Schematic of initialization circuitry implemented with complementary
pass-transistor logic.

restore the voltage levels. A benefit of CPL is that only NMOS transistors are used for the
logic array, allowing for very compact layout.

Finally, to realize the 8:1 programmable divider, three 2:1 programmable dividers
are cascaded. Since the state-control inputs S1 and SO are the desired input and output val-
ues of each 2:1 divider, then SO for the first 2:1 divider is equal to S1 for the second 2:1
divider, and SO for the second 2:1 divider is equal to S1 for the third 2:1 divider. The
resultant 8:1 divider block diagram is shown in Figure 4-20. Input S1 for the first 2:1
divider is set to ground, since simulations show that a total of only eight states rather than
sixteen are possible for this divider (i.e., S1 = 0 yields 8 states and S1 = 1 yields the same

8 states). State control inputs,X,Xy form a binary number equal to the desired count
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Figure 4-20 Block diagram of programmable 8:1 frequency divider

(CNT) of the divider (i.e., decimal 0-7). This CNT will come from the 3-bit A/D converter

after the phase detector.

4.6.4 Simulated Results

Basic functionality of the initialization circuit is demonstrated in Figure 4-21,
which shows the simulation results for an 8:1 divider fofXXX ranging from binary
#000 to #111. As can be seen, the output phase can be varied in incremetdt$2ri/M)
or 45°. This simulation was performed under identical conditions for each state. Thus, the
divider was initialized at time zero, and then after a certain delay the INI signal was
released along with the input clock signals.

There is an inherent flaw, however, in the implementation of this programmable
divider which subsequent measurement results revealed. The failure surfaced when
attempting to repeatedly initialize the divider to the same CNT. When the divider had
already been running and then INI was invoked and then released, the divider would ini-
tialize to any of the eight possible states. This means that the actual initialized value for a

given CNT depends on the current state of the divider when INI transitions high.
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Figure 4-21 Output waveforms of 8:1 divider for each start-up condition

This effect can be demonstrated and analyzed using SPICE. Figure 4-22 shows the
simulated signals for two programmable 8:1 dividers operating at an input frequency of 30
GHz. In this simulation, the clock signals are always present, and the INI signal is being
switched repeatedly from high to low, as indicated in the plots. One divider is always ini-
tialized to CNT = #000, while the other divider is always initialized to CNT = #111. Ide-
ally, this should correspond to a phase offset dfld&tween the two dividers each time the
divider is initialized. As can be seen from Figure 4-22, after the first two initializations, the
output waveforms take the desired®4fifference. However, after the third initialization,
the output phase difference is®The failure of the circuit can be seen by examining the
output waveforms from the first, second, and third 2:1 dividers (referred to as the 2:1, 4:1,
and 8:1 outputs). Since one divider is initialized to state #000 and the other is initialized to
state #111, each time INI = 1, the 2:1, 4:1, and 8:1 outputs should be all zeros or all ones,

for the #000-divider and #111-divider, respectively. From the waveforms in Figure 4-22,
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Figure 4-22
(solid lines) and #111 (dashed lines)--fepeated initializations. Qthe third

initialization the circuit fails, as indicated.

during the third initialization, the 8:1 output of the #111-divider stays low, changing the
programmed state from #111 to #110. This accounts for the eXtphd$e shift.

Depending on the state that each 2:1 divider is in when INI transitions high, the
circuit may not initialize to the correct state. Figure 4-23(a) shows plots of the drain volt-

ages for the third 2:1 divider (i.e., 8:1 outputs) around the failure time of the third
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Figure 4-23 (a) Simulated waveforms of programmable 2:1 divider during state-dependent
initialization failure. (b) Schematic of DFF indicating conflict of states.

initialization. These waveforms, @, D, andD are identified in the schematic shown in
Figure 4-23(b). The desired states of Q a@Rdduring initialization are high and low,
respectively; thus, yand \, are 0 and 1, respectively. For Q to be high during initializa-
tion, it has to be pulled up throughgdywith V,, low. However, depending on the values of
Q andD, there will also be a discharge path to ground for Q. The pull-down paths are pos-
sible since M, 2, oare all on. As seen in Figure 4-23(§),is ~1.1 V; thus, the pull-down
path through M, is quite strong. The actual value of Q1 is set through a voltage divider,
with the value depending on the current state of the divider when INI switches high.

To rectify this problem, both the evaluate and hold portions of the DFF should be
turned off when INI = 1. Also, both high and low values have to be written to the drain
nodes of the divider (as opposed to the PMOS only being able to pull the node high). Fig-

ure 4-24(a) shows the new programmable DFF to be used in the 2:1 divider with these
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DFF for 4:1 and 8:1 DFF for high-speed 2:1

a b
Figure 4-24 @) (Sghematic of fixed programmable DFF (for Iower(fr()equency divide-by-4 and
divide-by-8). (b) Schematic of improved high-frequency (divide-by-2)
programmable DFF.
modifications. The evaluate and hold portions are turned off during INI=1 by including
two transistors, driven biNI, in series with the CLK and CLKtransistors (performing a
logical AND function). To write both high and low values to the drain nodes, the PMOS
transistors are replaced with inverters. The size of the NMOS transistor in this inverter is
kept small. Simulations show that using this new DFF in the lower frequency 4:1 and 8:1
stages eliminates the state-dependent initialization failure. However, using this DFF in the
high-frequency 2:1 stage decreases the operating frequency, due to the increased capaci-
tive load from the inverter. Thus, the modified DFF shown in Figure 4-24(b) is used for the

first 2:1 stage. Simulations show that this stage will initialize properly due to the sizing

ratio between the PMOS and NMOS. However, in future implementations of this divider,
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the initialization has to be carefully checked for the first 2:1 divider, and the appropriate
DFF shown in Figure 4-24(a) or (b) should be selected.

The correct operation of the programmable 8:1 divider with the new DFF’s was
verified in simulations. The scenario is the same as in Figure 4-22, where two dividers are
programmed to CNT = #000 and #111, with INI switching from high to low repeatedly.
Figure 4-25 shows the simulated results. As can be seen, each time INI goes high, the out-
puts of the #111-divider go high and those of the #000-divider go low. There is no longer
any situation where the output nodes of the DFF’s are mistakenly pulled low when they
should be high. As a result, the outputs between the 8:1 dividers always maintain a 45
phase shift. Thus, these new DFF’'s remove the dependence of initialization on the current
state of the divider, and should allow the start-up state of the divider to be programmed in

45° increments as originally planned.

4.6.5 Bsting Methodology

A methodology is needed to characterize the clock skew between independent
dividers, and to demonstrate the initialization circuitry. Measuring the clock skew between
two clock circuits using wafer probing would require matching the delay through the
external measurement system (probes, 3.5-mm coaxial cables, RF connectors), such that
the measured clock skew is due only to the skew in the circuits themselves. However,
matching these external components to within ~20% of the required skew (which is 10%
of the local clock period) is a difficult task, or in other words the external components
need to be matched to within 8 ps for a 2.5-GHz local clock. Therefore, the clock skew is

detected on chip using a phase detector, which acts as a skew-to-voltage converter.
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Figure 4-25 Simulated waveforms of two programmable 8:1 dividers with the new
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Figure 4-26(a) shows a schematic of the phase detector (PD) and low-pass filter
(LPF) [Raz95]. The PD functions as an exclusive NOR circuit (transistofsgM A
pseudo-NMOS load is used. A key feature is that this PD is symmetricpiatsCLK1

and CLK2. This eliminates any systematic phase error that would be introduced using
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conventional XOR or gilbert cell architectures. Another benefit is the use of single-ended
inputs; thus, only a single-ended clock signal has to be routed to the PD. Figure 4-26(b)
shows the simulated output voltage versus input clock skew for the PD and LPF. The volt-
age-skew plot is symmetric with respect to skew=0; hence, the absolute value of skew is
measured. Since the output of the PD is close to linear, it can be characterized by measur-
ing the output voltage for Dand 188 phase offset. The measured skew can then be
extrapolated based on these two data points. Note that the voltage-skew plot repeats every
period, therefore, the measured clock skew wilh@duloT ¢ (tskew extracted tskewMod

Teok), Where Ty is the period of the local clock signal.

4.6.6 Measured Results

To evaluate the operation of the initialization circuitry, a phase-detector and a
low-pass filter were implemented on-chip with two identical frequency dividers. These

frequency dividers were implemented with the original DFF’s (Figure 4-19) since the
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Figure 4-27 Measured outputs of phase detector used to characterize initialization circuitry.

state-dependent initialization failure had not yet been identified. One divider was always
initialized to state #000, while the other divider’s state was programmable. Measurements
of the two-divider test structure reveal that the output phase difference between the two
dividers can take on one of eight discrete values, indicating that the start-up phase of the
dividers was being adjusted. These eight values are shown in Figure 4-27 versus the ideal
programmed state. However, for each programmed state, the output would not take on the
same phase value for multiple repetitions of the experiment (i.e., INI switching on and
off). For example, when the divider was programmed to state #100, this should correspond
to a 180 phase difference and the output of the phase detector should be at its minimum
point. However, the phase detector output would take on any of the eight possible values,
since the initialized value depends on the current state of the divider. Thus, every program-
mable state yields any of the eight possible phase values, indicated by dotted lines in Fig-
ure 4-27. This shows that the initialization process is not working correctly, which led to

the development of the new DFF’s to remove this state-dependence. The fact that the
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output phase-difference was quantized does verify partial operation of the circuit. It is
expected (and simulations indicate) that this circuit will operate correctly when the new

DFFs given in Figure 4-24 are used.

4.7 A 0.1pm CMOS [DP? Divider on SOl and Bulk Substrates

4.7.1 Circuit Implementation

Dividers utilizing SCL do not require or generate full-swing input and output sig-
nals. As a result, their operating speed can be higher than full-swing dividers, since it takes
longer to charge a given capacitive load to a larger voltage swing using a given current
(e, 1 = gll/ ). A benefit of full-swing dividers is that they generally can be implemented
with fewer transistors, and, hence, the layouts are more compact. However, in addition to
their lower speed, full-swing dividers can have a reduced input sensitivity (or conversion
gain) since they require larger input signals.

Full-swing dividers are commonly implemented using true-single phase clocked
(TSPC) logic [Yua89] or clocked CMOS (®10S) logic [Wes92]. An alternative type of
high-speed logic is dual-phase dynamic pseudo-NMOS @pRpic [Biy96, Yan99a].

The CMOS and [DPf inverters are shown in Figures 4-28 (a) and (b), while a fIpgF

is shown in Figure 4-28(c). The [D?Dﬂnverter is evolved from a 8MOS inverter by elim-

inating the PMOS transistor used for logic evaluation. This reduces the input and load
capacitance of the inverter, increasing the speed for a given power dissipation. Also, the
removal of the PMOS transistor decreases the series resistance for charging the output

node, further increasing the speed. Since all three transistors of & {iDR}ter are on

during evaluation, the pull-down action of the NMOS transistors has to be made stronger



119

than the pull-up action of the PMOS transistor. This is done by choosing the widthg;of M
and M,, such that theipCOXVtV is approximately 4 times that of jJyl

Figure 4-29 shows a schematic of a 4:1 frequency divider, employingz[lbgﬂc
in a divide-by-2N topology. The synchronous divide-by-2N circuit is formed by placing N
edge-triggered DFFs with an inverter in a loop. Each edge-triggered DFF is composed of
two level-sensitive [DF% latches with opposite clock polarities, and each [‘E‘)Ia}ch is
simply a clocked pseudo-NMOS inverter [Biy96]. The circuit basically operates as a rip-
ple chain, where a change at a single divider node will ripple through each stage, returning
to the same node N clock-periods later with opposite polarity, taking 2N clock cycles for a
full output period. The [DPﬁ latch delay can be extracted from the speed of the divider,
since the maximum clock frequency is limited by the delays through the final’[DP]
level-sensitive latch and the pseudo-NMOS inverter (which are approximately equal).
Therefore, the delay through both of these will be approximately one half the minimum

input clock period, and the [DP]atch delay is then one fourth the minimum input clock
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Figure 4-28 Schematics of (afKIOS inverter, (b) [DP] inverter or level-sensitive latch and
(©) [DP]2 edge-triggered D-Flip-Flop
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Figure 4-29 Schematic of 4:1 [D:fi’s}ynchronous divider.

period. This delay gives an indication of the speed of standard digital latches used in pipe-
lined circuitry for this process.

Using [DPF logic, 4:1 and 128:1 frequency dividers have been implemented
[FloO1c] in a partially-scaled 0.fum CMOS technology on silicon-on-insulator (SOI) and
bulk substrates from IBM. The process uses a QuBbeesign rule set for all dimensions
except for the 0.J4m gate length and 2.9-nm gate oxide thickness, while providing two
metal layers. For SOI, partially-depleted, floating-body transistors are used for all cir-
cuitry. A die photograph of the 4:1 divider is shown in Figure 4-30. The die size is

0.51x0.55 mrh.

4.7.2 Efect of SOl on Circuit Performance

A benefit of using floating body SOI transistors is that the threshold voltage is
reduced due to y;> 0. This W5is caused by charging of the body node through regener-
ation current [Suh94]. With a lower threshold, the gate-overdrive increases, resulting in
more channel current. Hence, the switching speed is increased, resulting in higher maxi-

mum operating frequencies for the SOI divider as compared to bulk.
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Figure 4-30 Die photograph of 4:1 frequency divider.

The actual maximum operating frequency for the SOI divider is difficult to simu-
late however, due to the hysteresis of the body voltages. Since the frequency divider will
operate continuously, it is important to simulate a steady-state condition for all of the body
nodes. The physical mechanism involved in charging at low drain bias is generation
current from the drain-body junction [Suh94, Suh95]. This current has to charge what can
be modeled as an RC network, with the R defined by recombination current at the
source-body junction and the C defined by the capacitance associated with the body, defin-
ing a RC time-constant. The combination of a short time-constant at the input switching
frequency with a long RC time-constant for the body results in very long computation
times to reach a steady statg VTherefore, the maximum operating speed of an SOI
divider is difficult to simulate due to the amount of time that it takes to reach a steady-state
condition for ;g and the number of simulations it takes to scan for the maximum operat-
ing frequency.

A final effect of SOI on the [DF| divider performance is an increased lower fre-

guency limit due to the presence of a parasitic bipolar device in the transistor. Figure
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4-31(a) shows the schematic of a [5Fﬂjverter, while Figure 4-31(b) shows the relevant
node voltages and device currents simulated using SOISPICE ver4.41 [Fos97]. When in a
hold state (CLK=low), a single [DI—Q']nverter should retain its previous value at the output
node regardless of the input value to the inverter. However when holding a “high” value at
the output with a nonzero input, Mis turned on and its drain is pulled down to ground.
This is the situation shown in Figure 4-31(b), where the input is held at ~0.3 V (a low level
from pseudo-NMOS) for hold and evaluate. Since the average dynaggaf Wi, 4 is ~0.8

V and Vg n3is now at ground, a transient bipolar leakage curregt{)) is induced in

M4, despite the input of IM, being held low [Pel95]. This drains the charge stored at the
output, causing the inverter to begin to change states when it should be holding. These
effects can be seen in Figure 4-31(b), where a BJT current is noticeable, and the output
voltage is decreasing. The time constant associated with this bipolar leakage is on the

order of nanoseconds for this technology. If the divider is being switched at a rate much
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Figure 4-31 Transient bipolar effects of [II?FPQ)gic. (a) Schematic of [Dli]inverter and (b)
corresponding node voltages and currents.
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higher than this, then the bipolar leakage should not degrade performance. However, the
lower frequency cutoff for an SOI divider is increased, which can potentially reduce the
overall operating frequency range. Another implication of this is that for an SOI?[DP]

divider with a high division-ratio, a different DFF topology is needed for the latter stages.

4.7.3 Measured Results

A 4:1 SOI divider was measured on-wafer using high-frequency probes. A spec-
trum analyzer was required to examine the output signal due to frequency limitations of
the oscilloscope’s trigger (trigger frequency limited to 2 GHz). A4 86upler was used
as a balun to generate the clock aifki signals. Measurements show that the SOI divider

can operate between frequencies of 9.1 and 18.75 GHz for a 1.5-V supply. Figure 4-32
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Figure 4-33 Output wave-form for bulk 128:1 frequency divider for 15.36-GHz input signal
and Vyg=1.5 V. Output frequency is 120 MHz.

shows the output spectrum of the divider for an 18.75-GHz input signal and a 4.6875 GHz
output signal. The spectrum also contains higher order harmonics of the output signal. The
power consumption of the SOI 4:1 divider is 13.5 mW. From the maximum operating fre-
guency, the extracted SOI [D?H]avel-sensitive latch delay is 13.3 ps at 1.5 V.

A bulk 128:1 divider was also measured on-wafer. This divider consists of the 4:1
[DP]? divider followed by an asynchronous 32:1 divider implemented with TSPC logic.
At 1.5V, the bulk divider can operate between 3 and 15.4 GHz. As expected, the lower
frequency cutoff of the bulk divider is less than that for the SOI divider, due to SOI's tran-
sient bipolar leakage. At 15.4 GHz, a 120-MHz output signal is generated, shown in Fig-
ure 4-33. The bulk divider power consumption is 9.8 mW. The extracted bulk’[DP]
level-sensitive latch delay is 16.2 ps at 1.5 V. As expected, the bulk latching delay is

longer than the SOI latching delay.
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Table 4-5 Performance summary for Quixdividers.

SOl Divider Bulk Divider
Division Ratio 4:1 128:1
Vyd 15V 15V
Max. Input Freq. 18.75 GHz 15.4 GHz
Output Freq. 4.6875 GHz 120 MHz
Min. Input Freq. 9.1 GHz < 3.0 GHz
Power (of 4:1 core) 13.5 mW 9.8 mW
[DP]? latch delay 13.4 ps 16.2 ps

The results are summarized in Table 4-5. This result is the highest operating fre-
quency for a full-swing frequency divider to date. Also, these results show thatjar0.1-
CMOS technology can support digital circuits operating above 15 GHz, and suggest

higher operating frequencies for fully-scaled Qrh-technology and beyond.

4.8 Summary

An 8:1 divider topology based on a new source-coupled logic latch has been devel-
oped. Two different modes of operation have been identified, including a standard digital
latching mode and an injection-locked mode. Injection locking is used to synchronize an
oscillator to a low-level input signal whose frequency is a superharmonic of the oscillation
frequency. Using injection locking allows the divider to lock to very low-level input sig-
nals, resulting in conversion gain for the divider.

Using a standard 0.28m CMOS process, a 128:1 divider operating up to ~10
GHz for V4q = 2.5 V has been implemented. For this supply voltage, the input-referred
self-oscillation frequency is ~7.3 GHz. Thus, the divider can detect very low-level input
signals (~40 mYj.p) close to this frequency. Using a 0.18a CMOS technology with

copper interconnects, a 64:1 divider operating up to 15.8 GHz at 1.5 V and 20.4 GHz at
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2.1 V has been implemented. Again, this divider can detect very low-level input signals
close to the input-referred self oscillation frequency. Both of these results demonstrate that
CMOS frequency dividers can operate at the frequency required by the clock receiver and
that injection locking can be used to enhance the system gain.

Using the SCL divider topology, a method to offset built-in phase delay differences
has been developed. This methodology allows the dividers to be initialized to one of M
states, where M represents the division ratio. By doing this, the systematic skew in the sys-
tem can be reduced to undelﬁ percent. Using the Arb8EMOS technology, a
divider with this initialization circuity has been implemented. The results show that the
circuit is able to initialize to one of 8 different states. However, for a given desired input
state, the output will take any of the 8 possible states, rather than the desired state each
time. This failure mechanism was identified and a new latch topology has been proposed.

Finally, using a partially-scaled 0ym SOI and bulk CMOS process, a dual-phase
dynamic pseudo-NMOS [DBYdivider has been implemented. These dividers operate up
to 18.75 and 15.4 GHz on SOI and bulk substrates, respectively at 1.5 V. This result is the
highest known operating frequency to date for a full-swing frequency divider. Also,
extracted [DP] latch delays are 13.4 and 16.2 ps, respectively, for the SOl and bulk divid-

ers. These results show that uax CMOS can support digital circuits operating above 15

GHz, and suggest even higher frequencies for fully-scalegithtechnology and beyond.



CHAPTER 5
SYSTEM REQUIREMENTS FOR WIRELESS CLOCK DISTRIBUTION

5.1 Owerview

Fundamentally, the goals of any interconnect system are to reliably convey a signal
from one location to another, to withstand noise and interference, to efficiently use both
area and bandwidth (i.e., low cost), and to dissipate minimal power. Not surprisingly, these
are the same goals for wireless communications systems. However, while the goals are the
same, the terminology and performance metrics used to characterize each type of system
are different. Hence, typical interconnect performance metrics have to be converted to
metrics for a wireless communications system. In this work, the wireless interconnect sys-
tem is being utilized for clock distribution; thus, a set of radio-frequency (RF) metrics
including gain, noise figure, linearity (11P3), and matching has to be developed to meet the
main clock requirements of skew and jitter.

First, to maximize the power transfer from the clock source to the local clock sys-
tem, matching, gain, and antenna requirements are discussed. Second, clock skew and jit-
ter are defined. Third, clock skew and jitter are used to set requirements for the
power-level at the input of the frequency divider, the signal-to-noise ratio (SNR) at the
input of the frequency divider, the noise figure for the LNA with source-follower buffers,
and an IIP3 for the LNA and source-follower buffers. Finally, the overall system require-

ments are summarized and tabulated.
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5.2 Paver Transfer from Clock Source to Local Clock System

An illustration of the wireless interconnect is shown in Figure 5-1. The wireless
interconnect system has to generate a global clock signal (GCLK), broadcast this signal
across a distance containing metal interference structures, receive GCLK with the receiv-
ing antenna, amplify and divide this down to the local clock signal (LCLK), and then dis-
tribute this signal to adjacent circuits. The signal levels in Figure 5-1 are represented as
voltage amplitudes in dBV (decibels with respect to 1 V, which is 2Qi@mplitude}).
Voltage should be used at points in the system where the load is capacitive. At points in
the system where the impedance is fixed, having a real component, the signal can be
expressed in power (i.e., dBm) rather than voltage. The conversion from dBm to dBV

depends on the resistance at that point (= R), and is given as follows:

dBV = dBm100g, %%‘E. (5.1)

For a 508 (single-ended) impedance, the conversion is dBV = dBm - 10 dB.

The total gain of the interconnect is the cascaded gains of each component, includ-
ing any mismatch loss. The output LCLK voltage swing is then the input voltage swing
times the total system voltage gain, limited by the supply voltage. Thus, the main things
which effect the LCLK swing are as follows: output power of the transmitter, antenna-to-
antenna gain including interference effects, total receiver gain, and mismatch loss at the
antennas/circuit interface. Each component will be addressed in this section, and nominal

values will be recommended.
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Figure 5-1 Wireless interconnect optimization.

5.2.1 Tansmitter Paver

The amount of power that the power amplifier (PA) in the transmitter can deliver
depends on the supply voltage, the CMOS technology (e.g., gate-oxide thickness), the
power amplifier circuit topology, the frequency, and the antenna impedance. Depending on
the PA topology (class AB, E, F, etc.), the peak-to-peak voltage swing across the output
transistor can be between gyand 3.6y [Lee98]. While recent results have shown
CMOS PAs capable of delivering 20-30 dBm of power at 900-1800 MHz using
0.2-0.35pm technologies [Fal0l1, Kuo01, Shi0O1], to the author’s knowledge there are no
CMOS PA results in the 8 to 20-GHz region other than that which will be presented in
chapter 6. Thusa 10-dBm output power is set as a goal for the PA at 15 GHz and above
This corresponds to a peak-to-peak voltage swing of 2 V for &%ngle-ended load.
Further work is required to develop CMOS PA's operating above 15 GHz, and the 10-dBm

specification should be modified accordingly.



130

5.2.2 Antenna Specifications

Probably the most critical component for the wireless interconnect system is the
antenna. As the loss through the antennas increases, the transmission power and/or the
receiver gain have to be increased. Also, any impedance mismatch between the antenna
and the circuit (transmitter or receiver) causes reflection or mismatch loss. Finally, the sig-
nals will be distributed across a digital chip, which has multiple metal interference and
package structures between the antennas. This will further degrade the antenna gain. Due
to its importance to the system, the antenna gain and impedance should be accurately pre-
dicted for a given antenna structure, distance, and interference pattern. Currently, these
predictions have been based on experimental results, however simulation capability is
being developed and verified.

Much greater detail on antenna fundamentals and measured antenna characteristics
can be found in [Kim0Oa, Kim0Ob], as well as in Chapter 6. However, a target antenna
gain is needed for subsequent analyses. The 1999 ITRS [SIA99] projects the chip size for
a high-performance microprocessor at the 50-nm technology node to be 8%[(7re1fmn to
Table 1-1). For a square die with the transmitter at the center and an evenly-spaced grid of
16 clock receivers, the antenna propagation distances will be either 0.5, 1.3, or 1.5 cm.
Based on the experimental work presented in [Kim0OOb], antenna-to-antenna transmission
gains of -50 dB and -60 dB are assumed for 1- and 2-cm separation distances at'15 GHz
without interference structures. This shows a 10-dB decrease in gain per octave of dis-

tance. Using these results, the gains at 0.5, 1.3, and 1.5 cm are extrapolated to be -40, -53,

1. This gain is for a 2-mm long zigzag dipole antennan3above a 2@-cm silicon
substrate, with a 3end-angle and a 30m trace width.
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and -56 dB, respectively. Metal interference structures have been shown experimentally
(and in Chapter 6) to degrade the gain by 5 to 10 dB [Yoo00, Kim0Ob]. Applying simple
design rules can limit the gain degradation to 7 dB. Tlumsenna-to-antenna gains of -47

and -63 dB are specified for 0.5- and 1.5-cm distances with interference structures at 15
GHz Of course, larger gain at a given frequency will improve the system performance by
increasing the signal-to-noise ratio or allowing less power to be transmitted by the power
amplifier. Finally, if the loss for a certain distance is too large, preventing system opera-
tion, the operating frequency should be increased, since antenna gain increases with fre-
guency. A more advanced technology could be required, though, for the circuits to operate

at the higher frequency.

5.2.3 Receier Gain

A general rule for the receiver is thtite amount of gain in the clock receiver has
to approximately equal the amount of loss through the antenna-Bafierring to Figure
5-1, the signal at the receiver output is approximately -1.9 dBV, while the signal at the
transmitting antennai~ 0 dBV. Thus, the gain from the transmitting antenna to the output
of the clock receiver is on the order of 0 dB. This is reasonable, since the signals at the
input and output of the system should have a peak-to-peak amplitudeygf AMgo, this is
similar to conventional interconnect systems, where the input and output signals of the
interconnect are approximately the same level. The difference is that the wireless intercon-
nect system has considerable loss due to the antennas. Thus, for the nominal antenna gain
just specified, the receiver gain should be ~ 63 dB at 15 GHz.

The receiver gain is composed of the LNA and source-follower gain cascaded with

the divider conversion gain. Here the utility of using divider conversion gain rather than
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input sensitivity is evident. To maximize the receiver gdhre LNA peak gain should
occur at a frequency close to the input self-resonant frequency of the diViklisrmini-

mizes the minimum detectable signal of the receiver by allowing for a small-level signal to
injection-lock the divider. If needed for testing purposes, the supply voltage of the divider
can be adjusted to tune the divider self-resonant frequency. As can be seen, if a divider
without conversion gain is used, then either the LNA gain would have to be increased by
20-30 dB, or the transmitter would have to broadcast 20-30 dB more power. Increasing the
LNA gain to ~40 dB could lead to circuit instability, while increasing the PA power to >30
dBm is unreasonable. Therefore, dividers with conversion gain are preferable for wireless

clock receivers.

5.2.4 Matching Between Antennas and Circuits

To maximize the power transfer from the transmitting antenna to the receiving
antenna, the antenna impedance and the impedance of its surrounding circuitry should be
conjugately matched. Straying from this conjugate match results in mismatch loss, defined
by the following equation [Gon97]:

Pgel = PaysM (5.2)

ant’
where Rg, is the power delivered from the antenna to the circuiy;is the available
power from the antenna, andg)}is the mismatch factor. The mismatch factor is a power

transmission coefficient (transmittance) between two mediums. The antenna mismatch

factor is given by [Gon97]

2. For the rest of this chapter, when referring to the LNA, both the LNA and source-follow-
ers are assumed.
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AT A=)
11T M and”

, (5.3)

ant

whererl . is the reflection coefficient of the circuit afid,,is the reflection coefficient of

the antenna, both with respect to 1QQ(differentially). In the wireless clock distribution
system, there are two mismatch factors--one at the transmitter and one at the receiver;
thus, these factors should be maximizétie specification for the total mismatch loss

(L in the system is 1 dBiven by the following:

1 1
L = 10log H G (5.4)
mm|dB 10:Mant MappH

Typically, impedance mismatch is specified as either a voltage-standing-wave ratio
(VSWR) or a reflection coefficient. These parameters are not straightforward in this sys-
tem, due to the complex impedances of the source (circuit) and the load (antenna). As was

done in [Gon97], equation (5.2) can be rewritten as follows:

2
Pgel = PavsMant = PaysH1-{Ted"). (5.5)

wherel ¢qis an equivalent reflection coefficient, defined by

|recl = «ll_Mant' (5.6)

Now a VSWR can be defined as

vswRr= —t1Ted (5.7)
1-[Ted

For a 1-dB total mismatch losthe equivalent specifications fbi,q and VSWR at each
antenna are -9.6 dB and 2.0, respectively

Given an antenna impedance (or reflection coefficient), the range of allowable cir-
cuitimpedances (or reflection coefficients) is requifeg,is expressed in terms éf, and

I ant BY plugging (5.3) into (5.6), resulting in
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As can be seerl,¢qis a bilinear transform off .. A circle with radius ¢ (corresponding

t0 Mans Lmm: OF VSWR) in thel™ ¢4 plane will, therefore, map into a circle in tiig plane,
allowing the circuit impedance to be chosen for a given antenna impedance. Appendix A
of [Gon97] contains equations for circle mapping due to bilinear transforms; thus, the der-
ivations are not repeated here. The equation for the circle ifi tiptane for a givert 4tis

Fe—¢ =, (5.9)

where ¢ and r are the center and radius of the circle ingth&ne, given as follows:

(5.10)

= et end]
_|reJ |ramJ

As can be seen, for perfect matching (i.e., M=1rgg = 0), the circle in the¢

(5.11)

plane is centered at- ant With a radius of O, corresponding to conjugate matching. Figure
5-2 shows a family of circles in thE; plane corresponding to mismatch losses of {-1,
-0.5,-0.25, and -0.1} dB, VSWRs of {2.7, 2.0, 1.6, and 1.4}, &ngs of {-6.9 -9.6, -12.5,

and -16.4} dB, when reading from the outside circle to the inside circle. These circles are
for an antenna impedance of 89-j@5 plotted on a Smith chart normalized by 1Q0The
second circle from the outside corresponds to VSWR=2; therefore, all circuit impedances
located within this circle will meet the system specification, resulting in less than 0.5-dB

mismatch loss per antenna.



135

i1
/J—-\ Outside to Inside
r. plane : __|VSWR=27/2.0/1.6/1.4
/’\ //v [eq = -6.9/-9.6/-12.5/-16.4dB

~|mm loss =-1/-0.5/-0.25/-0.1dB
(per antenna)

Figure 5-2 Constarftg circles in thel” ; plane. This shows the allowable circuit impedances
for a given antenna reflection coefficieht;for z,,~(89-j45)/100).

5.3 Definition of Clock S&v and Jitter

A critical requirement for clock distribution systems is ensuring that all of the dis-
tributed clock signals are synchronized throughout the chip. Since these clock signals are
used to maintain system timing, any uncertainty in the edge of the clock signal reduces the
amount of time available to perform useful operations. As a result, the minimum clock
cycle time has to be increased by the uncertainty, slowing the system down. Thus, inter-
connect systems which can deliver high frequency clock signals with minimal timing
uncertainty (typically < 5-10% of a clock cycle) are required.

The origin of clock timing uncertainty is mismatch or differences in the propaga-
tion delays of the signals. The difference has both time-invariant (static) and time-variant
(dynamic) component€lock skews defined as the static difference between clock edges

throughout the chip, whilelock jitter is defined as the dynamic difference between the
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Figure 5-3 Probability density function of propagation delay, including both static and
gé;l.amic components resulting in clock skew and jitter (after EDN, July 1995, pp.

clock edges throughout the chip. These quantities are related to the variaAces the
static and dynamic delay probability density functions (PDF’s), respectively.

Figure 5-3 illustrates each type of component as it relates to the total delay PDF.
Here, the total static variance is the sum of individual static variances (e.g., process varia-
tion, capacitive load mismatch, etc.), yielding the clock skew. Likewise, the total dynamic
variance is the sum of individual dynamic variances (e.g., thermal noise, source jitter,
etc.), yielding the clock jitter. Both static and dynamic variances add to give the total delay
variance. The variances can be quantified as either a peak-to-peak variance (assumed to be
~ 60), or a root-mean-squared (RMS) variancg, (where typically peak-to-peak is used

to quantify clock skew and either can be used to quantify clock jitter.

5.4 Clock Skw Versus Amplitude Mismatch

In the wireless clock distribution system, the signals will arrive at the antennas

throughout the chip at different power levels, depending on the distance between the



137

transmitter and receiver. Assuming that the receivers do not correct for this difference in
signal strength, then the voltage swing used to trigger or lock the dividers will be much
lower in receivers farther from the transmitter. This can potentially lead to a clock skew,
due to a conversion from amplitude modulation to phase modulation (AM to FM). The
conversion mechanism depends on whether the divider is operating in a latched mode or

an injection-locked mode, and each case will be examined.

5.4.1 Latched Mode

For a divider operating in the latched mode, AM-to-FM conversion will result if
the divider switches at a point other than the zero-crossing of the input signal. This is illus-
trated in Figure 5-4. On the left is the case for a divider which triggers at the zero crossing.
The output signals for both the high input level and low input level transition at the same
time; hence, the divider rejects AM and there is no added clock skew. On the right is the
case for a divider which triggers at a point other than the zero crossing, resulting in

AM-to-PM conversion or clock skew. The amount of clock skew induced depends on the

Inputs to _,
< DR/iders /\
P
Trigger Level 1 Trigger Level 2 \

0,6,
Ou_tp_gts of
Dividers Clock Skew
_> 4_
Figure 5-4 lllustrations of AM-to-PM conversion for a divider operating in the latched mode

with trigger levels either at the zero crossing (left) or not (right).
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trigger level as well as the difference between the low-level and high-level input signals,
referred to as amplitude mismatch.

The clock skew as a function of trigger level and input signal levels can readily be
obtained. The phase angl€s,and6,, at which the maximum and minimum input signals

are equal to the trigger level, g, are as follows:

Y
0, = sin"lLretd (5.12)
! D‘/maxD
V
0, = sin et (5.13)
2 B‘/minD

The clock skew in terms of phase of the input signal is then

AV \V4 V. .
AB. = sinlEreTO_ gjn-1Clref Et/—’“'“D. (5.14)
n D‘/minD D‘/min maxD

Solving for the amplitude mismatch ratig,y{/V max Yields the allowable signal level dif-

ference for a given input angular clock ské&;,, as follows:

V. _
min = 1 sin(sin(5) 46,1, (5.15)
Vmax 6
where
Vv
o= ref . (516)
Vmin

The maximum clock skew will occur whéa1. For this case, (5.15) can be reduced to

<

<

min _ _ O At O
= cos(AB;,) = CosSeEANTT ]T— , (5.17)
n D outD

max
where the input angular clock skew has been converted to a clock Akewith respect to

the output local clock period, using the division ratio of the frequency divider, N.
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Figure 5-5 Amplitude mismatch allowed at divider input versus local clock skew percentage,
with & varying from 0.1 to 1 in 0.1 increments.

Figure 5-5 shows a plot of the amplitude mismatch in decibels versus local clock
skew in percentage, for N=8. These plots are of (5.15) wibanning from 0.1 to 1. A8
decreases, a larger amplitude mismatch can be tolerated, meaning that the divider's AM
rejection improves as the trigger level approaches zero. As can be seéns @13, the
amplitude mismatch can be “infinite” without generating more than ~0.5% of clock skew.
The maximum clock skew allowed for amplitude mismatch is set to 0.5%. From (5.17)
and Figure 5-5, the amplitudes at the input of the frequency divider should be matched to
within 0.3 dB for <0.5% skew, to accommodate the worst-case triggering condtidn. (

These results show clock skew as a function of trigger level for different input sig-
nal swings to the divider. Dividers utilizing source-coupled logic (SCL) will ideally trig-
ger at the zero crossings of the input signal, due to the differential structure of the SCL
D-flip-flop. However, circuit mismatches will cause the trigger level to occur slightly

above or below the zero crossings, resulting in a nonaeand clock skew. The size @f
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will be small, however, since the offset voltage due to circuit mismatches should be less
than 100 mV. In the latched mode ), is on the order of 0.5-1 V; thus$, should be less
than 0.3, meaning that amplitude mismatch will not cause more than 0.5% of clock skew.
As a result, automatic gain control (AGC) should not be required for SCL dividers operat-
ing in the latched mode; however, as will be shown, AG@quired for dividers operat-

ing in the injection-locked mode.

5.4.2 Injection-Lockd Mode

When the divider is operating as a superharmonic injection-locked oscillator
(ILO), a phase difference exists between the locking signal and oscillator output signal.
This phase difference is a function of the input signal levels, as well as the difference
between the locking frequency and the natural frequency of the ILO. Appendix E reviews
the basic theory behind ILOs. In particular, the steady-state phase relationship between the

input and output signals of the ILO was shown to be [Pac65]:

O
AA O 0 AwA O
O+ sin" ————[ (5.18)

0

0

éﬁ*vl T s I A COYO
@)

in equation (E.8). Heré)wy is the difference between the natural and locking frequencies

- aip-1
B, = sin

(wg-wy ), A is the derivative of the phase response of the ILO (i.e., 2:1 divider) with
respect to frequencyA = g—g ) from which an equivalent quality factor can be defined,
and V| and \ are the locking and oscillator output voltage swings, respectively. A phase
difference exists because an oscillator generate8 @ghase-shift around the loop at its
natural oscillation frequency. When an input signal is injected into the loop, a phase differ-

ence results at that injection point. Therefore, the loop adjusts the oscillation frequency to

counteract this phase difference. This is discussed in more detail in Appendix E.
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Once again, a clock skew can be defined in terms of the input phase difference in
radians. Taking the difference between the steady-state phase difference given in (5.18) for
the maximum and minimum input swing locking signals fMx Vi min), @ssuming that

the output swings are the same for each case, and making the following substitution

s~ Vo o DBaA
Lo =y _ >
Lmin 1+ (Aw,A)

results in (5.15). Thus, the relationship between clock skew and amplitude mismatch at the

(5.19)

divider input is the same for dividers operating in the latched or injection-locked mode. In

ILO

ref » can be defined for the ILO divider as follows:

fact, an equivalent trigger levey,

Aw A
ILO _ 0 0
ref = VO 2'
J1+ (AwOA)

As the locking frequency approaches the natural frequency of the ILO, the equivalent trig-

Vv (5.20)

ger level approaches zero.

The amplitude mismatch for the worst case clock skew can again be quantified. For
an injection-locked frequency divider (ILFD), the minimum input signal level will be that
for just locking the ILO. This locking condition is given in appendix E in (E.7), where the
minimum V_is

Vimin = Vo LAWA, (5.21)
Plugging this into (5.19), and assuming tidab,A << 1 (which is valid in this case since

V| min << Vo), results il = 1. With these substitutions, (5.15) becomes

<

min = 1 Tsin(sin (1) -A8; )] = sinL—a8. 0= cog(A8.), (5.22)
o in (D in[] in

<

as in (5.17), and Figure 5-5 remains valid. To obtain less than 0.5% of clock skew from

amplitude mismatch, the inputs to all of the frequency dividers should be matched to
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within 0.3 dB. This worst-case situation occurs when at least one divider is being locked at
its minimum detectable signal (MDS). However, in the actual system, the signals at the
divider inputs should all be above the MDS, to provide robustness against process varia-
tion. Thus, \ i, increases, and decreases. As a result, more amplitude mismatch can be
tolerated. If the minimum input signal level at the divider input £¥,) is 3 dB above the
divider's MDS, them would be equal to 0.7, and the amplitude mismatch can be up to 2.9
dB for less than 0.5% of clock skew.

Therefore, AGC is required for dividers operating in the injection-locked mode.
This mode, as opposed to the latched mode, will be the most common one for the dividers
in the clock receiver, since injection locking increases the conversion gain. The worst-case
system specification for the receiver (whose divider is injection-locked) ighlbaampli-
tudes at the input of the frequency divider have to be matched to within 0.3 dB for <0.5%
clock skewFinally, if the inputs to the dividers are guaranteed to be at least 3 dB above the

divider's MDS, then the amplitude mismatch can be as large as 2.9 dB.

5.5 Clock Jitter ¥rsus Signal-to-Noise Ratio

In traditional communications systems, a high signal-to-noise ratio (SNR) is
required in order for the receiver to make correct estimations of the modulated data, quan-
tified in terms of a bit-error rate (BER). As the SNR ratio increases, the BER decreases;
therefore, a minimum SNR is required such that the BER is lower than that which the
modulation code can correct. In the wireless clock distribution system, BER is not really
meaningful, since the system is only sending a carrier signal. Instead, noise will corrupt
the zero-crossings of the signals, resulting in jitter/phase noise at the output of the fre-

quency divider. Therefore, a relationship between the SNR at the input of the frequency
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divider and the output clock jitter is required. To accomplish this, the phase noise of fre-
qguency dividers will first be discussed along with the conversion from additive noise to
phase noise. Then, the input additive noise to the frequency divider in a clock receiver will
be described. Finally, the relationship between phase noise and jitter will be presented and

the required SNR for a given jitter will be developed.

5.5.1 Phase Noise of Fregugmgividers

Frequency dividers, by definition, divide the input frequency by the division ratio,

N. Since phase is the integral of frequency, dividers reduce the phase by N as well. Phase
noise is random variations in the phase of a signal. Therefore, the frequency divider will
divide the input phase noise byzl\For ILFDs, the input phase noise is also filtered by a
low-pass response, since the loop will only track phase errors at low frequencies (refer to
Appendix E, equation (E.10)). In addition to these, the divider will generate phase noise
itself, thus the total output phase noise is the sum of the divided (and filtered, for ILFDs)
input phase noise and the added phase noise.

An empirical approach to modeling the phase noise of standard frequency dividers
was developed by Egan in [Ega90, Ega9l]. He classified the phase noise of a divider as
originating from four possible sources. The first source is input phase noise, which is the
phase noise of the driving signal on which the divider is operating. The second source is
input additive noise, which, when converted to phase noise, will depend on the amplitude
of the driving signal (herein lies the dependence on SNR). Both of these components are
divided by the division ratio squared when referred to the output. The third source is jitter
in the divider, due to variations in the delay it takes a signal to propagate through the cir-

cuit. The fourth source is output phase noise which is due to additive noise at the output of
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M phase noise = v, siny

» A arﬁplitude noise
= v cosy
Figure 5-6 Phasor diagram for additive noise, showing how phase noise is generated.

the divider. Since a frequency divider basically samples the input phase during a zero
crossing of the signal, the phase noise spectrums will be replicated and aliased at multiples
of the sampling frequency [Ega90]. Since there are two zero-crossings per cycle, the sam-
pling rate is twice the output frequency of the divider. The measured results in [Ega90]
show that the dominant sources are the output additive noise and the sampled input addi-
tive noise. Therefore, these sources will be used to derive the output phase noise as a func-

tion of the SNR at the divider input.

5.5.2 Comersion From Additie Noise to Phase Noise

Additive noise, as its name implies, adds to the signals present in the system. This
results in both an amplitude and phase fluctuation in the signal. Although this seems
straightforward enough, a quick derivation for this case will be presented. In addition, the
difference between single-sideband phase-noise dehsayd phase power-spectral-den-
sity (PSD), g, will be explained to clear up any misconceptions.

Figure 5-6 shows a phasor diagram representing an example where noise is added
to a sinusoidal signal with a root-mean-squared (RMS) voltage amplitude, A. The additive
noise is represented agel’, where v, is an RMS voltage. This noise can be divided into
orthogonal components, where the component parallel to A is defined as amplitude noise,
and the component perpendicular to A is defined as phase noise. The phase shift resulting

from the additive noise is as follows:
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10 v, siny [

_l[ynsianDDvnsian
LA + v cospt!

@ = tan™ tan™~ g e

(5.23)

where@ is in radians. The first approximation is a result gf<< A, while the second
approximation is due to a small-angle assumption. This shows that the amount of
phase-shift is approximately equal to the perpendicular component (in volts) divided by
the signal level (in volts). Due to the small-angle approximation, the phase noise can either
refer to directly or to the y sin@@) component.

The mean squared value of the phase shift is:

> EvzsinquD V2 1 2m 2
2 = E(0) = E[L° - _n in2 = _n, (5.24)
¢ = E(¢) e o 2 5, SN (Wady R

where E is the expected-value operatgrand are independent, anfl has a uniform
probability density function. The factor of 2 in (5.24) means that half of the additive noise
power is in the phase, whereas the other half is in the amplitude. The available power from
a resistor iS\Z = kT [Af , where k is Boltzmann's constant (1.38 ¥30/K) and T is
absolute temperature of the system. This PSD is a double-sideband density, meaning that
it is for positive frequencies only. Therefore, the conversion from an additive noise source

to a phase PSD (), is

s(f):izz Nads = KT
9 A ~ 2[Pg,[Af ~ 2[R’

(5.25)

where Rjqis the power of the signal (= AL and Naqq is the additive noise spectral den-
sity. The units of (5.25) are ratiiz.
Phase noise is frequently defined as a single-sideband der(§itysince the phase

PSD, S(f), is a double-sideband density, thie(f) is simply one half ofS(f) [Ega99], or
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L(f) is 3 dB lower tharg(f). Units of dBr/Hz (decibels above 1 rétiz) are typically used

for §(f) and dBc/Hz (decibels above the power of the carried).(®r

5.5.3 Output Phase Noise of Clock Reeei

Since the frequency divider in the clock receiver is preceded by an LNA (with
source-follower buffers), the additive noise spectrum at the input of the divider is
Ngivaga = KT OF( f) 0G( f) [Af (5.26)
where F(f) and G(f) are the noise factor and power gain of the LNA. Integrating this PSD

over all frequencies yields the total noise powgg,fas follows:

00

NgivT = IO [KT OF( f) GS(f)]df . (5.27)
An equivalent noise bandwidth (in Hertz) can be defined as

kT Ef’ F( f)G( f)df
_ 0
BW\ = 7 OF(f)G(f,)

(5.28)

where §, is the resonant frequency of the LNA. The additive PSD in (5.26) is converted to

a phase PSD using (5.25) to yield the phase noise at the input of the divider, as follows:

KT OF(f) 05(f)

g (f) = S
sig

(5.29)

The phase noise at the output of a divider operating in the latched mode with divi-

sion ratio N due to the input additive noise is [Ega90]

KT OF( f) 03(f)
2N’ [Py

Sy (f) = (5.30)

When the divider is an ILFD, the noise transfer function from the input to the output is

low-pass filtered, like a first-order phase-locked loop, with an equivalent loop bandwidth
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of B (Hz) given in (E.11). The output phase-noise is then (refer to appendix E)

S"(f)/N?
SU(F) = =2 , 5.31
U i (5.31)
0B O

whereég is given in (5.29). Clearly, the output phase noise of the injection-locked divider
is less than that of a divider operating in the latched mode.

As was discussed in 5.5.1, the total output phase noise of the frequency divider
will be due to the input additive noise described above, the output additive noise, and the
sampling effects of input additive noise. The sampling effects will be accounted for
implicitly by integrating the phase noise density over all frequencies which will result in
the same total power as the integral of the aliased spectrum from 0 to the sampling fre-

guency. Output additive phase noise will simply add to (5.30).

5.5.4 Jitter in Clock Reoegr

As derived in Appendix G and given in [Ega99], the clock jitter at a node is related

to the phase noise at that node through the following formula:

o2 = 2 EIO Sy(D)sin(rdT)df | (5.32)

(2mf,)
where T is the observation time. The units of (5.32) are irf.sEce RMS cycle-to-cycle
jitter would be the square root of (5.32) with T equal to the period of the output clock sig-
nal. The sine-squared function has nullsfat $ , or harmonics of the output frequency.
If the phase PSD is not varying very fast versus frequency with respectz'(mr@m then
the average value of $mfT) can be used. This results in the following jitter variance:

(2nf,)? 7
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Now all the tools are available to derive the relationship between signal-to-noise
ratio (SNR) and clock jitter due to input additive noise. The output jitter due to an injec-
tion-locked divider will be less than that for a latched divider; hence, (5.30) is used for the
output phase noise of the divider, representing the worst case. Plugging (5.30) into (5.33)

the total output jitter of the clock receiver due to input additive noise, is as follows:

2

- EkT DF( f) 0G( f) (5.34)

(2nf )ZqOD 2N’ [Py D

Substituting (5.27), results in

D—[H\‘d'VTD (2 ) D_EESNF@ (5.35)

The timing jitter can be converted to a phase jitigye (in Cycles or, equivalently, as a

(2nf

percentage of the period) by simply multiplying (5.35) by the frequency squared, yielding

cygycle EESNF\D (5.36)

Figure 5-7 shows a plot of cycle-to-cycle RMS clock jitter versus SNR (in dB) for
a division ratio of N=8. As can be seen, as the SNR improves, the clock jitter improves as
well. The slope of the line is linear when plotting the jitter on a logarithmic scale, with a
slope of 6-dB (SNR) per octave decrease in jitter. To obtain an RMS jitter of 0.5% of the
local clock period, a 12-dB SNR is required at the input of the divider. When the SNR is 6
and 0 dB, the local clock jitter is 1% and 2%, respectively. The fact that O dB SNR yields
only 2% RMS jitter is due to the 8:1 divider reducing the jitter (in percentage) by the divi-
sion ratio. Thus, the RMS jitter at the input of the divider is 16%. The peak-to-peak jitter

at the input of the divider for a 0-dB SNR is then,,6= 96%.
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Figure 5-7 Local clock jitter versus signal-to-noise ratio at input to divider.

A survey of jitter results obtained in the literature for high-performance micropro-
cessors [Tam00, Boe99, Kae98, Mai97, You97] reveals that the peak-to-peak
cycle-to-cycle jitter should be less than 3% of the clock period, or the RMS cycle-to-cycle
jitter should be less than 0.5%. Therefdiee system specification for the clock receiver is
that the SNR at the input of the divider should be at least 12 dB to result in less than 0.5%
RMS cycle-to-cycle jitter from input additive noise and interference

Finally, as was mentioned earlier, the total phase noise at the output of the divider
will have components due to input additive noise and output additive noise. Equation
(5.35) calculates the jitter from only input additive noise. Since the output additive noise is
independent of input SNR, for high enough SNR’s the jitter will no longer decrease.
Instead it will level off at some SNRee Where the jitters from input and output additive
noises are equal. As the division ratio increases, gNRvill decrease. Therefore, the

output additive noise sets a floor on the obtainable jitter.
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To verify the dependence of jitter on SNR for a frequency divider, a QU25re-
guency divider was simulated at 4 different SNRs. To generate transient noise, an array of
30,000 data points randomly distributed according to a gaussian probability density func-
tion was generated using Matfabrhe mean was set to zero and the standard deviation
was set to 1. This array was imported into SPICE at 1-ps time intervals, generating a noise
transient voltage 30 ns long. The 1-ps time interval sets the maximum frequency of the
noise, while the 30-ns total length of time sets the number of data points which will be
obtained from the simulation. In other words, these two numbers basically set the limits of
integration for (5.32), with the lower limit set by ~1/(30 ns) and the upper limit set by ~1/
(1 ps). By amplifying this noise and adding it in series with the input signal, a given SNR

can be obtained. The SNR is simply equal to the ratio of the signal to the standard devia-
tion (20Ioglo[\%ﬂ), and the standard deviation is equal to the amplification factor
applied to the noise data. The periods of the 2:1 and 4:1 output signals were then obtained
and the standard deviation was calculated. The result is shown in Figure 5-8, which plots
the simulated jitter versus SNR, compared with the jitter predicted by (5.35). As can be
seen, the simulated jitter for the 2:1 divider agrees very well with the predicted jitter.
Clearly, the logarithm of the jitter decreases linearly with SNR (in dB). Also, Figure 5-8
shows that the jitter is decreasing as N becomes larger. Both of these results verify (5.35).
However, the simulated jitter for the 4:1 divider is slightly less than the predicted jitter.

This is thought to be due to only having half as many data points for the 4:1 periods as

compared to the 2:1 periods. Since jitter increases as more data are included

3. This simulation procedure was developed by Jim Caserta, of the University of Florida.
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Figure 5-8 Simulation results of RMS jitter versus input SNR from Qu&b-frequency
divider after a division by 2 and division by 4. The simulated jitter (points) is
compared to the predicted jitter (line) from (5.35).

(corresponding to integrating the power spectral density to lower frequencies), the differ-

ence between the expected and measured jitter is anticipated for short observation times.

5.6 Sensitiity and Noise Requirements

5.6.1 Recefer Sensitrity
Having defined the SNR required at the input of the divider, the receiver sensitivity
can now be defined. Sensitivity is defined as the minimum signal level which can be

detected for the required SNR. At the divider input, this signal level is

Pyg = SNRONyyr = SNROKT R JI(Ddf . (5.37)

= SNROKTOR ) 0G(f,) BBW,

where (5.27) and (5.28) have been used. The temperature in this equation refers to the

equivalent temperature of the antenna, representing the total noise at the input of the
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receiver. Note that if the input interference is very large, then the equivalent antenna tem-
perature can be much larger than 298 K [Smi98]. Equivalently, the noise figure can be
considered that of the antenna and receiver, where a noise figure for the antenna is defined
by the total noise (and interference) at the input of the receiver, divided by the available
thermal noise (kT). Note that for very large antenna noise figures, the noise figure of the
receiver becomes unimportant, meaning that the noise added by the receiver is a small
fraction of the noise already present at the input.
Converting (5.37) to dB and dBm yields the following for T = 353 K{&Q) which

is assumed to be the temperature of the microprocessor):

dBm
PSig|dBm = -173 izt NF(f,)+G( 1‘O)|OIB +10log, (BWy) + SN R”i”|d5' (5.38)

Subtracting the LNA gainG(f,)|4g) from the signal power at the divider input and substi-
tuting SNR,,in = 12 dB, yields the input sensitivity for the clock receiver, as follows:

dBm
Psen4dBm = — 161W +NF(f,)+ 10|0910(BWN) . (5.39)

Referring back to section 5.2, the transmitter power level is specified to be 10 dBm, the
antenna-to-antenna gain is specified to be -63 dB at a 1.5-cm distance, and the mismatch
loss is specified to be 1 dBherefore, the desired sensitivity is -54 dBIA dBm - 63 dB

-1dB = -54).

5.6.2 Receier Noise Reguirements

The noise performance of the receiver can now be specified by plugging in the
-54-dBm sensitivity into (5.39). This yields the noise figure of the receiver at the center

frequency and the noise bandwidth, as follows:
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NF(f,) + 10log, (BW,) < 107dB. (5.40)
The difficulty with this equation is that BWis defined through simulations. As defined,
BW\ is the bandwidth from which most of the thermal noise is generated. Since the LNA
IS a tuned circuit, both the input thermal noise and most of the noise generated in the LNA
will be shaped by the tuned response. The response of the LNA can be modeled by the
response of a parallel RLC network driven by a current source. Simulations show that the

BW) for a parallel RLC network with quality factor; @ and resonant frequendy, is

f
BWy=2=—. (5.41)
Qg

Referring to the results in Chapter 3, §s approximately 10 at 10 GHz (for the 0.28n
LNA) and 15 at 15 GHz for the 0.18m LNA. Thus, BW (]2 GHz and 10logy(BWY) =
93 dB. With this assumption, the maximum noise figure can be specified as 14 dB, with

the explicit equation being

NF(fo)

kT
1 e[
_—10log 55519 SNRyin| _ — 1009, (BWy) . (5.42)

max = Psengyg
Thus, the system specification for maximum noise figure of the receiver, including the
antenna noise figure, g} is set to 14 dB

This noise figure specification is for a -54-dBm sensitivity. However, as mentioned
earlier, if the input interference to the antenna is significant, then the NF in (5.42) is the
total noise figure of the antenna plus the receiver (i.g,, FF.cyr - 1). As the total noise
and interference at the receiver input is quantified, the 14-dB specification for NF may
become infeasible. As such, the sensitivity of the receiver will have to be modified to a

larger power to maintain the 12-dB SNR at the divider input. In other words, currently, the

sensitivity specification is driving the noise figure specification. However, with the total
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noise and interference at the input of the receiver fully quantified, this noise will drive the

sensitivity specification.

5.7 Estimation of dtal Noise, SNR, and Jitter for 0.2%n Recever

The concepts in the past two sections have been applied to thea2INA and
source-follower circuits. Figure 5-9(a) shows the simulated gain and NF for the LNA. The
maximum gain is 22.8 dB and the minimum NF is 6.4 dB at 8 GHz. Figure 5-9(b) shows
the power spectral density of the noise at the input of the frequency divider, which was
given in (5.26). Integrating this PSD over all frequencies yields the total thermal noise
power--Ny, 1 from (5.27)--which is -53 dBm. To perform an integral in SPICE over all
frequencies, the frequency limits are increased until the total integral does not change (~40
GHz for this case). Using the values 22.8 and 6.4 dB fop,)G&{hd NF(f), respectively,

and Ny, of -53 dBm, BW is calculated to be 1.5 GHz. This is shown in Figure 5-9(b),

-140
-145; N Total Noise Power |
=-53 dBm
-150}
-155
-160
-165}
—| [ BW,
arol M
4 5 6 7 8 9 10 11 12 13 14 0O 5 10 15 20 25 30 35 40
Frequency (GHz) Frequency (GHz)

(a) (b)
Figure 5-9 (a) Simulated gain and noise figure for Qu2%LNA with source-followers. (b)
Simulated power spectral density of thermal noise at input of frequency divider,
along with equivalent noise bandwidth (R)Y
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where the PSD is fixed at the center-frequency value across the noise bandwidth. The
noise bandwidth agrees very well with the estimated value of 2 GHz given in (5.41).

The SNR can now be calculated assuming that the input signal to the receiver is
-54 dBm, and that the total input noise is dominated by thermal noise (as was similarly
done in [BravOOb]). The -54-dBm input power is the desired sensitivity, which again is a
result of 10-dBm transmitted power, -56-dB antenna-to-antenna gain at 1.5 cm, 7 dB of
interference effects, and 1 dB of mismatch loss. The signal power level at the input of the
divider is -54 dBm plus the gain of the LNA (22.8 dB), or -31.2 dBm. Therefore, the sim-
ulated SNR is -31.2 dBm - (-53 dBm) = 21.8 dB. Applying the 21.8-dB SNR to (5.35), the
expected RMS cycle-to-cycle jitter is 1.6 ps at the output clock frequency of 1 GHz, corre-
sponding to 0.16% RMS jitter. The peak-to-peak jitter is 9.7 ps, which is ~1% of the clock

period. This easily meets the specification of less than 3% of peak-to-peak jitter.

5.8 Linearity Specification

Nonlinearity in the LNA (with source-followers) will result in the following main
effects: generation of harmonics, gain compression specified in terms of a 1-dB compres-
sion point (Ryg), and intermodulation specified in terms of a third-order intercept point
(IP3). A difficulty encountered in the clock receiver is the fact that the signals outside of
the “band of interest” are not heavily attenuated. In other words, the response of the LNA
is very broadband due to the limited inductor Q in the LNA. Therefore, interfering signals
themselves pose more of a problem than the harmonics or intermodulation products these
signals generate. In fact, if the interfering signals become too large, they can lock the
divider at a different frequency, even with the reduced gain of the LNA at the interferer’s

frequency. At the very least, these interfering signals will degrade the SNR, increasing the
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clock jitter. Though not the main concern, the harmonics and intermodulation products
will still degrade the SNR.

One of the main reasons the global clock is distributed at a higher frequency than
the local clock is to try to operate in a band which is not as noisy. The system will be gen-
erating a significant amount of noise at and below the local clock frequency, and at fre-
guencies due to the edge-rates of the signals. One potential problematic frequency is
around one-third of the global clock frequeAd¥CLK). Due to nonlinearity, the LNA
will generate a harmonic near GCLK. When this signal is added to the desired global
clock, the SNR will decrease and jitter will increase. This scenario can then be used to
specify the IIP3 of the LNA. Note that a scenario exists for the case of two interferers gen-
erating an intermodulation product. However, since these interferers must be far enough
away from GCLK to prevent divider locking, the IIP3 would be very similar to the case
discussed here.

Figure 5-10 shows an illustration of the case being considered. Two sinusoidal
input signals are present at the input of the receiver. One is at the global clock frequency
(fo) having a voltage amplitude, A,s corresponding to the sensitivity. The interfering
signal is at a frequencyf—O , with an amplitude,AThe response of a nonlinear LNA can

3

be modeled with a power series as

y(t) = ay DX(t) + 0, BC() +ag BE) + .., (5.43)

4. For the wireless clock distribution system, the local clock frequency will be at 1/8 of
GCLK. Assuming that this local clock signal is square, its third harmonic will be quite
strong, occurring at a frequency of 3/8 (or 0.375) of the GCLK. This subsequently can
generate a third-order harmonic at 9/8 (or 1.125) of the GCLK due to LNA nonlinearities.
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Figure 5-10 lllustration of scenario used to specify LNA 1IP3.

where x and y are the input and output of the LA, is the gain of the LNA, and, and
a5 are the second- and third-order nonlinearity voltage coefficients, respectively. For a
fully-differential circuit, the even-order nonlinearity coefficients are close to zero [Raz95].

f
Therefore, the output from the LNA for the interfering signa%t is as follows:

y(t) = [algf—?:)m int + 3a3%f3°EAmJ cos%n—tm+ 10(3%; Eﬁ cos(2nfy), (5.44)
where the frequency dependence of thparameters has been included. The third-har-
monic term in this expression will interfere with the desired GCLK signal, degrading the
SNR and eventually overtaking the desired signal.

The scenario used to specify 1IP3 is now described. Integral to any IIP3 specifica-
tion is the constraint on the power of the interferer. In the case of the clock receiver, the
power of the interferer is constrained by setting the ratio between the output power of the
desired signal &, when it is at its sensitivity, to the output power of the interfere%%t

to the required SNR to meet a given jitter specification. In equation form, this is written as
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[a5(f ) Agend”

[a,(fo/3)A, 7

= SNRo7), (5.45)

where SNR@T) is given in (5.35). Nonlinearity will generate a third-order harmonic of the
interferer, which will corrupt the SNR. The 1IP3 is specified for the case when the SNR is
degraded by 3 dB due to this third-order harmonic. Thus, the output power of the
third-order harmonic &t should be equal to the output power of the interfere%’at . This

results in

ooy 77 = [Lg. o0y 1° 5 46
o5, = [, (5.46)
f
The ratio ofa 4 to a3 can be related to the IIP3 at that frequency [Raz95]. Sqrg%gog is

not a readily-known quantity the following assumption is made:

(f.) “1D—f05
a
o) 3 :iAﬁPS. (5.47)

o
3

This assumption states that the third-order nonlinearity has the same frequency response
f
as the gain, or equivalently, that l13(s equal to IIP3§° ).
Using (5.45) and (5.47) in (5.46) results in the following expression fgsAthe

input amplitude in Volts corresponding to I[IP3 in Watts):

o, (f A
Aps = oS3 alfo) f Asens (5.48)

3 oo JSNRoy)
1030

This can be expressed in dBm as follows:

f
P3| ;. = Psen4dBm+GLNA(fO)|dB—GLNAE§°adB—SN Roy)| ,—48 (5:49)
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The LNA gain at §/3 can be found from simulations. These simulations show that the
attenuationat /3 is approximately 10 dB less than the gainatffhalf of the gain in the
receiver is the gain in the LNA, then for a -54-dBm sensitivity, a 63-dB receiver gain, and
a 6-dB SNR (for 1% RMS jitter), the specified [IP3is -54 + 31.5-(-21.5)-6-4.8=-11.8
dBm. Although this 1% RMS jitter is more than the 0.5% target, this results in a more

aggressive |IP3 specificationhus, the system specification for 1IP3 is -12 dBm

5.9 Summary

In this chapter, system specifications have been developed for a wireless clock dis-
tribution system, converting standard clock metrics into RF metrics. To maximize the
power transfer from the clock source to the local clock system, matching, gain, and
antenna requirements have been specified. In particular, the receiver gain should approxi-
mately equal the loss through the antennas. Clock skew and jitter have been defined and
are used to set the remaining performance metrics of the system. Amplitude mismatch at
the input of the frequency divider results in clock skew, thus the signal-levels at the input
of the divider should be equal. Thermal noise at the input of the divider will result in clock
jitter, due to its conversion to phase noise. As the signal-to-noise ratio (SNR) improves,
the jitter decreases, and a minimum SNR at the input of the frequency divider is specified.
A 6-dB increase in the SNR halves the clock jitter. Using the SNR, a receiver sensitivity is
specified, the total output noise from the LNA with source-follower buffers is determined,
a noise figure is specified, and an IIP3 for the LNA and source-follower buffers is derived.

Table 5-1 summarizes the system specifications. These specifications are listed for
a 15-GHz global clock frequency, where the following are dependent on this frequency:

antenna-to-antenna gain, receiver gain, receiver sensitivity, noise figure, and IIP3. If a
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different global clock frequency is to be used, then these specifications can be modified
using the formulas presented in this chapter.

Some general requirements for the system which have not been discussed include
power consumption, balanced topology, and passive components. First, the power con-
sumption is specified to be 40 mW per receiver at 145 WThis number is based on the
analyses performed in Chapter 7, resulting in the power consumption of the wireless clock
distribution being comparable to that of conventional grid and H-tree distribution systems.
Second, the receiver should employ a balanced topology. This will obviate the need for a
balanced-to-unbalanced conversion between the antenna and LNA, reject common-mode
noise [Meh98, Brav00a], and provide dual-phase clock signals to the frequency divider.
Common-mode noise rejection will reduce the interference picked up by the receiver;
hence the SNR will improve and the jitter will decrease. Finally, the quality factors of the
passive components should be large. In silicon integrated circuits, typically the inductor Q
will limit the performance of the system. This is the case with CMOS LNAs, as shown in
Chapters 2 and 3. This will be further exemplified in Chapter 6 in the presentation of the
0.184um clock transmitter and receiver results. As the inductor Q improves, the equivalent
noise bandwidth will decrease, noise figure will decrease, receiver gain will increase, SNR
will increase, and clock jitter will decrease. Clearly, Q is integral to the performance of the
entire system. Based on the results presented in Chapter 6, inductor Q’s of ~30 at 15 GHz
are recommended. However, as has been shown in Chapter 2 and will be shown in Chapter
7, high-Q circuits are more susceptible to process variations; thus, there are trade-offs
involved in choosing the inductor Q. More work is required to develop the optimal Q and/

or to develop high-Q circuits which are not as susceptible to process variations.
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Performance Metric Specification
Global clock frequency 15 GHz
Local Clock Frequency 1.875 GHz

Output Clock Skew

< 5% (of local clock period)

Output Clock Jitter

Peak-to-peak cycle-to-cycle < 3%
RMS cycle-to-cycle < 0.5%

Transmitter Power

10 dBm

Antenna-to-Antenna
Gain with Interference

-47 dB at 0.5-cm separation
-63 dB at 1.5-cm separation
(both including 7-dB interference loss)

Receiver Gaih

63 dB
(GainOantenna-pair loss)
(LNA resonant freq. 54¢ of divider)

Matching Between
Antenna and Circuit

Total mismatch loss < 1 dB;
Feq< -9.6dB; VSWR < 2.0

Receiver Sensitivity -54 dBm
Noise Figuré 14 dB
P3* -12 dBm
. . within 0.3 dB
Amplitude Matching (worst-case: at least 1 divider at MDS)
at Divider Input within 2.9 dB
(for <0.5% clock skew) (all dividers at least > MDS + 3 dB)
Signal-to-Noise Ratio 12 dB

at Divider Input

(for < 0.5% RMS jitter)

Receiver Power Consumptiol

n

40 mW per receiver at }p V

"Note: These specifications are dependent on global clock frequency.



CHAPTER 6
WIRELESS INTERCONNECTS FOR CLOCK DISTRIBUTION

6.1 Owerview

The clock receiver, shown in Figure 1-3(b), contains an integrated receiving
antenna, a fully-differential LNA, a pair of source-follower buffers, a frequency divider
which translates the global clock frequency to the local clock frequency, and output buff-
ers which drive the local-clock capacitive load. The design and implementation of CMOS
LNAs and frequency dividers has been presented in chapters 2-4, while chapter 5 pre-
sented the system requirements for wireless clock distribution. This chapter uses these
concepts and circuits to implement wireless interconnect systems and to demonstrate sys-
tem operation. A critical component of a wireless interconnect system is the antenna,
which acts as a transducer between the electromagnetic wave and the current and voltage
within the circuitry. This chapter presents a brief review of antenna fundamentals. Then,
the measured characteristics of on-chip antenna pairs and antennas connected to an LNA
are presented. These results are from a URSCMOS test chip. Using this chip, a
7.4-GHz single-receiver wireless interconnect across a 3.3-mm distance is presented--the
first on-chip CMOS wireless interconnect ever demonstrated. A second test chip was
implemented in a 0.18m CMOS process with copper interconnects. In this chip, multi-
ple antenna test structures are included and characterized. Also, in them.ts#3t chip,
single-receiver and double-receiver wireless interconnects are demonstrated across 5.6-

and 6.8-mm interconnection distances at 15 GHz. These receivers have initialization
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circuitry to reduce the clock skew. Finally, a wireless clock transmitter (not in a PLL) has
been implemented, characterized, and demonstrated for a 5.6-mm interconnection dis-

tance. These results conclusively demonstrate system operation and plausibility.

6.2 On-Chip Antennas

6.2.1 Antenna Fundamentals

To evaluate on-chip antennas, a review of basic antenna fundamentals is required,
such as radiation resistance, antenna impedance, directivity, antenna gain, and near/
far-field definitions.Radiation resistanc€R,) is equal to the total power radiated by the
antenna divided by the root-mean-squared (rms) current in the antenna. HensereR
sents the radiation of an antenna. An antenna with a small radiation resistance indicates
that a large current would be required to radiate power. Keep in mind that antennas are
reciprocal, which means that the radiation properties apply both to an antenna’s transmit-
ting and receiving capabilities.

Theantenna impedands the impedance “seen” looking into the antenna, defined
as the ratio of voltage to current at the antenna terminals. The antenna resistance is com-
posed of the radiation resistance and loss resistance of the antenna, as well as substrate
components. The antenna reactance is composed of the capacitance and inductance of the
antenna lines as well as the substrate components. To maximize the power transfer
between the antenna and the circuitry, the circuit impedance should be the conjugate of the
antenna impedance.

Directivity (D) is a figure-of-merit used to quantify the directional properties of an
antenna. The directivity of an antenna is the radiation intensity (radiated power per unit

solid angle) for that antenna in a given direction divided by the radiation intensity of a
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non-directive or isotropic antenna. Hence, the directivity is maximum in the direction of
maximum radiation. The higher the directivity, the stronger the antenna’s radiated energy
is for that direction. All practical antennas are directional (D>1), in that the directivity is
not constant for all directions. A subcategory of directional antennas is the omnidirec-
tional antenna, whose directivity is essentially constant across a certain plane.

The gain between a transmitting/receiving antenna pair can be determined using
Friis transmission equation [Bal97], which describes the power received to the power

transmitted between two antennas as follows:

A
ee [(1—|Ft|2)(1—|Fr|2)DtDr%ﬁg, (6.1)

PI’
P,
where gis an efficiency representing loss in the conductors and dielectrics (equal to the
radiation resistance divided by the sum of the radiation resistance and the loss resistance
[Bal97]),T; is the reflection coefficient at the antenna terminal|ssEhe directivity, anc

and r are the wavelength and separation distance, respectively. When characterizing an
antenna pair using S-parameters, this Friis transmission equation is equajlﬁo |S
[KimOOa], which is equal to théransducer gainGy), when the antennas are measured

with 50-Q transmission lines and termination impedances [Gon97]. To characterize the

antenna performance under matched conditiotranamission gairfG,) is defined as

_ S
G, = > =
(1—S1 (1~ |S]")

Referring to (6.1), Gis equal to the quantitytthDr()\MTrr)z. This gain is equal to the

(6.2)

power available at the output divided by the power delivered to the input, representing the

best possible gain for the antennas, where both antennas are conjugately matched.



165

Therefore, Gis used to characterize on-chip antenna performance [Kim00Oa]. Note, that in
actual system implementations, the antennas would only be matched for a limited fre-
guency range; thus, Gvould only be equal to the actual gain over those frequencies.

Friis transmission formula assumes that the transmitting and receiving antennas
are far enough apart such that they are infardield region In the far-field region, only
radiation terms (1/r) of the electromagnetic field dominate (power density°-)7 anmd the
angular distribution of these terms is independent of distance [Wan8&aaAfield region
also exists, where the reactive terms of the electromagnetic field dominate (i.e., the power
density is complex). This reactive power refers to energy storage in the electric and mag-
netic fields; thus, wave propagation is not occurring. Finallyindéermediate-field region
exists where radiation terms dominate; however, their angular distribution is a function of
distance.

Multiple definitions abound for the boundaries between these regions. For an elec-
trically short dipole antenna, whose length (L) is less thanX).8% far-field criterion is
[Bal97, Kim0O0a] as follows:

r» %T (6.3)
These electrically short antennas are used in wireless interconnects, due to restricted die
area for the antennas. If the >> symbol is interpreted as a single order of magnitude, the
boundary between the intermediate- and far-field regions becomes as follows:
r>1.6\, (6.4)
which agrees exactly with [Ban99]. Note that this criterion change as the antenna becomes
electrically longer (i.e., L goes up, or frequency goes up), with the boundary shifting to 5L

for 0.33\ <L < 2.5\ and 2%/ for L > 2.5\ [Ban99].
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6.2.2 Wpes of Antennas

The ideal on-chip transmitting antenna would have an omnidirectional radiation
pattern for the plane parallel to the wafer surface. Also, the transmitting antenna would
have a large power handling capability. For clock distribution, in which there is only one
transmitter whose position is fixed, the ideal on-chip receiving antenna would be directive,
maximizing the antenna gain and minimizing interference and noise. Also, the receiving
antenna should be area efficient since multiple receivers are included on chip.

Currently, dipole and loop antenna structures are being considered for single-chip
wireless interconnects [Kim0Oa]. A horizontal dipole antenna is omnidirectional in the
vertical plane perpendicular to the antenna axis. For a dipole antenna whose electrical
length is less than approximately 083he radiation resistance increases with antenna
length [Bal97]. Also, the current distribution within the antenna increases with antenna
length; thus, longer dipole antennas radiate more power. Half-wavelength dipole antennas
(length =A/2) are very common due to their radiation resistance being , ¥#hich is a
traditional transmission-line characteristic impedance. The corresponding frequency at
which the antenna is a half-wavelength long is the resonant frequency of the antenna.

For on-chip antennas, the antenna size is limited by the size of the chip. Therefore,
to maximize the antenna’s radiation while limiting the physical size of the antenna
requires operating at higher frequencies (e.g., > 15 GHz), corresponding to sim&lter
reference purposes, Table 6-1 shows the wavelength versus frequency for the following
mediums: free-space, silicon dioxide, and silicon substrate. The dipole antenna length has

been limited to 2 mm, corresponding X610 andA/5 at 7.4 and 15 GHz, respectively, in
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Table 6-1 Wavelength in millimeters versus frequency for different mediums

Frequency 1 GHz 7.4 GHz 15 GHz 20 GHz 24 GHz

Afree-space 300 40.5 20 15 12.5
Aoxide 151 20.5 10.1 7.6 6.3
Asilicon 87.2 11.8 5.8 4.4 3.6

(b)

Figure 6-1 Die photograph of (a) linear and (b) zigzag dipole antennas.

silicon dioxide. Since the antenna is not operating at resonance (i.e., the lengtiAi&)not
then the antenna impedance has a reactive component. Therefore, this reactance has to be
conjugately matched with the impedances of the transmitter and receiver.

Both linear and zigzag dipole antennas have been implemented. Die photographs
of example antennas with pads are shown in Figure 6-1 [Kim0Oa]. The axial length of the
antennas is 2 mm and the line trace width iqu0. For the zigzag antenna shown in Fig-
ure 6-1(b), the arm element length is @B and the bend angle is 12Qvhile the zigzag
antennas implemented with clock receivers and transmitters have an arm element length of
80 um and a bend angle of 80Although the lateral field components cancel each other in
a zigzag structure, the longitudinal components reinforce each other. Since the physical

length of a zigzag antenna is longer than the linear dipole antenna, a zigzag dipole antenna
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can have the same gain as a longer linear dipole antenna, while being more area efficient at
the cost of added capacitance [Kim00a]. In other words, for the same axial length, the zig-
zag dipole antenna will have higher gain than a linear dipole antenna.

Loop antennas are also being considered for wireless interconnects. A loop
antenna whose total circumference (including multiple turns) is less tli%n ~ have a
small R. Since the radiation resistance is much smaller than the loss resistance, loop
antennas have very low efficiencies. This is a drawback of using loop antennas for clock
transmission. To increase,Radditional loops can be included. A horizontally oriented
loop antenna is omnidirectional in the horizontal plane. Also, the loop antenna has an
aspect ratio of 1, compared with the zigzag dipole antenna which has an aspect ratio of 25,
indicating that loop antennas are more compatible to integrated circuit layout. Thus, a
multi-loop antenna is a potential candidate for the transmitting antenna, provided, that R
can be sufficiently increased. As a first step towards evaluating this potential, a single-loop

antenna with a 20@um diameter and a 1m line width has been implemented [KimO0Oa].

6.2.3 Propaation Raths for On-Chip Antennas

Multiple propagation paths exist between two on-chip antennas. Figure 6-2 shows
an illustration of a cross-section of a chip with antennas. These antennas are implemented
in the top-level metal above an oxide layer. Located between the antennas are multiple
metal test structures which interfere with the transmitted clock signal. Also, the chip will
be flip-chip bonded onto a package substrate using solder balls. Thesgiml@@meter
metal balls will interfere with the global clock signals. Finally, within the PC board there

will be ground planes, which will again result in reduced antenna gain.
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Transmitting

Antenna Receiving

Antenna

p- substrate

Path B

Dielectric Medium

(Drawing not to scale!)

Metal (Heatsink)

Figure 6-2 Cross-sectional illustration of chip for metal antennas with interference structures.
Three possible signal paths between antennas--path A is direct path, path B is
substrate surface wave, and path C is substrate reflection.

Beneath the oxide is the substrate. This substrate then is connected to a heatsink,
which is used to remove the heat from the microprocessor. Experimental results, though,
show that this situation is not very conducive to on-chip signal transmission for substrate
resistivity less than ~ 2Q@-cm. Instead, if a dielectric layer is placed between the substrate
and heatsink, the antenna gain can increase by as much as 8 dB [KimOOa, Guo01],
depending on the dielectric material and its thickness. Since heat still needs to be removed
from the chip, this dielectric layer has to be thermally conductive. A possible material
which meets both criteria is aluminum nitride (AIN) [Guo01]. Aluminum nitride has a
thermal conductivity approximately the same as that of silicon and about 10 times that of
glass, and its dielectric constant is 8.5.

Due to the interference structures, the direct path from one antenna to another,
labeled path A in Figure 6-2, will be very attenuated for on-chip wireless interconnection.

This direct path is also referred to as a surface wave. The gain of this path will depend on
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the interference structures between the antennas. Unfortunately, a wireless interconnect
designer has no control over these layers, and, thus, can't predict the performance for the
antenna pair. Another path for signal propagation is through the substrate and back-layer
dielectric. These mediums are unused in normal system design, and therefore are
well-suited for wireless interconnects. These mediums can actually support two modes.
One is a reflected path, where the signal refracts through the substrate and dielectric layer,
bounces off of the back-side metal layer, and then travels back up to the receiving antenna.
This path is labeled path C. A third path is the substrate surface wave (also known as a lat-
eral wave), labeled path B. This wave is generated from antennas which have finite beam
widths [Kim0Oa] (i.e., it does not exist for plane waves). Analyses of this path are con-
tained in [Boa82] and [Kim0O0a]. Experiments show that for the case when no interference
structures are present, the gain through the substrate paths (B and C) can be comparable to
the gain through the direct path A. The relative strength of paths B and C depends on the
type and size of the underlaying dielectric medium [Guo01]. Much greater detail on the

modeling of each of these paths is contained in [Kim00Oa, Guo01].

6.3 Antenna Characteristics in 0.@5 CMOS

Figure 6-3 shows a photo-illustration of a test chip used to characterize both anten-
nas and antennas with LNA, and to demonstrate an on-chip wireless interconnect. This test
chip was fabricated in a standard 026 CMOS process and is approximately 7.8 fam
The 0.25pm LNA and frequency divider presented in chapters 2 and 3 have also been
implemented in this test chip. Located on the far left and far right are a pair of linear dipole
antennas, which are used to characterize the antennas as well as to transmit to the receiver

circuitry. Also, on the right is an LNA with an integrated antenna, while on the left is a
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Test Structures

= |
(metals 1-5, vias,
substrate connections
passivation openings)

Transmit Antenna

2mm Transmit Antenna

Clock Receiver w/ Antenna Differential LNA w/ Antenna

Figure 6-3 Photo-illustration of 0.2Bm test-chip including antenna pair, antenna with
LNA, and antenna with clock receiver.

clock receiver with an integrated antenna. Located between the antennas are test structures
which interfere with the clock transmission and reception. These test structures contain

multiple metal layers, vias, substrate connections, and passivation openings.

6.3.1 Measured Characteristics for Antennas

A test setup for antenna characterization utilizing a network analyzer has been
developed [KimQO0a], and is shown in Figure 6-4. This setup converts the unbalanced sig-
nals from the network analyzer to balanced signals used to excite the antennas. Semi-rigid
cables are used to increase measurement reliability. Also shown is a cross-section of the
on-wafer measurement setup. The dies are mounted on a glass slide, which is then placed
on various insulators witk’s ranging from 2 (wood) to 8.5 (AIN).

Figure 6-5(a) shows the measured transducer and transmission gain from 6 to 18

GHz between two on-chip linear dipole antennas which are separated by 3.9 mm. The
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Figure 6-4 Measurement setup used to characterize on-chip antenna pair. ©n-wafe

measurements are performed with the die mounted on a glass slide above
dielectric insulator.
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Figure 6-5 (a) Transducer and transmission gain of linear dipole antenna pair.

(b) Phase versus frequency for linear dipole antenna pair.

antennas are implemented in metal 5 and separated from the substratgutmyof oxide.

These results are for a substrate resistivity of -8m. As can be seen, the antenna is
more efficient at higher frequencies, or when signal wavelengths are smaller. A transducer
“gain” of -64 dB is attained at 7.4 GHz, while the transmission gain is -49 dB. The large
difference between the transducer and transmission gain is due to the antenna impedance
being significantly different than the 1A0-differential impedance (i.e., differential volt-

age over differential current). Since the 028 LNA, presented in section 3.4, is
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Figure 6-6 Antenna impedance versus frequency for linear dipole antenna.

matched differentially to 10Q, the mismatch for the antennas in the measurement system
is virtually the same as when the antenna is integrated with the LNA. The measured
antenna impedance, shown in Figure 6-6, at 7.4 GHz is approximately 203300m-
paring this impedance to 130 the total mismatch loss for the antenna pair can be calcu-
lated to be 15 dB, using equations (5.3) and (5.4).

The reason for such a low antenna impedance is still not known for certain. Previ-
ous antenna implementations indicate that this same antenna should have an impedance
closer to 10X [Kim0O04g]. A potential reason for this low impedance is the effect of inter-
ference structures, including metal dummy patterns for chemical-mechanical polishing, on
antenna impedance. Whatknown for certain, is that a 15-dB mismatch loss is unaccept-
able. Clearly, better techniques are required to predict the antenna impedance, so that
proper matching circuitry can be designed. Alternatively, adjustable matching networks
can be designed to allow for the receiver input match to be tuned to account for antenna

impedance variations.
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Figure 6-5(b) shows the measured phase versus frequency for the voltage ratio
between a receiving and transmitting antenna pair. Witl25@ansmission lines at both

ports of the network analyzer, this phase is defined as follows:

_ 20 _ [a, +b,)./Z,, _
angle%‘/ angleg(m ] angl%_'_ Sl Bl (6 5)

where aand b are the normalized incident and reflected voltage waves at each port. The
phase delay decreases linearly with frequengy ¢wl/cf), indicating wave propagation

rather than some type of lumped element RC coupling [Kim00a]. Finally, the transducer
gain between two sets of pads was measured to be approximately 10 dB less than the mea-
sured antenna gain. Thus, these two facts together show that the signal coupling is due to
wave propagation, and that these waves are launched much more efficiently from the

antennas than from just the pads.

6.3.2 Intgrated Antenna with LN

An integrated linear dipole antenna with an LNA was included on the r23est

chip, to study the interaction between the antenna and LNA [Flo0Oa]. The measurement
setup used to characterize the antenna/LNA combination was identical to that in Figure
6-4. The S-parameters of the antenna pair and an antenna pair with an LNA connected to
the receiving antenna were measured. Figure 6-7(a) shows the measured transducer gain
between the antenna pair and the antenna with LNA for a separation distance of ~ 3.3 mm.
As can be seen, the LNA is providing gain for frequencies below ~ 9 GHz. The transducer
gain of the antenna pair can then be de-embedded from the antenna with LNA measure-

ment to extract the LNA gain. This result is shown in Figure 6-7(b), along with the
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Figure 6-7 (a) Measured transducer gain between antenna pair and antenna pair with LNA.
(b) Extracted and measured gain of LNA.

measured gain of the LNA from section 3.4. The antenna and antenna-with-LNA gain
measurements are noisy due, in part, to insufficient averaging on the network analyzer
and, in part, to the interference structures located between the antennas. To indicate the
qualitative trend of the antenna with an LNA measurement, a curve fit is included. These

results show that the LNA is amplifying the signal received by the antenna.

6.4 Wireless Interconnect in 0.35n CMOS

Figure 6-8 contains a die photograph of the clock receiver with an integrated
dipole antenna. The size of the receiver including the antenna and “unused” portion on
either side of the receiver is 0.7 x 2 Ainwhile the size of the receiver alone (excluding
pad area) is 0.4 x 0.5 nfmSince the clock receiver is fully differential, the receiver layout
should be symmetric for each half-circuit of the receiver, including all components, supply

voltage lines, and pads. This avoids any systematic errors being introduced from layout
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Frequency Divider
and Output Buffers

Figure 6-8 Die photograph of 0.28n clock receiver with linear dipole antenna.

mismatch. Additionally, multiple substrate connections should be included for both the
LNA and divider. In particular, to minimize any substrate crosstalk, a guard-ring structure
should separate the LNA from the divider. Finally, the LNA and buffer should have a sep-
arate supply voltage from the frequency divider.

Figure 6-9(a) shows the measurement setup used to demonstrate a single-receiver
wireless interconnect. A 7.4-GHz global clock signal is externally generated and then
amplified to 21 dBm to overcome the low antenna transducer gain. This signal is con-
verted to a balanced signal and injected to the on-chip transmitting antenna. The global
clock signal propagates 3.3 mm across the chip to the receiver, whose output is measured
using an oscilloscope. Figure 6-9(b) shows plots of the input voltage (before the external
amplifier) to the transmitting antenna and the output voltage for the wireless clock
receiver. As can be seen, a 925-MHz (7.4 GHz divided by eight) local clock signal is gen-
erated, demonstrating the operation of the single-receiver on-chip wireless interconnect
for clock distribution. The reduced voltage swing at the output is from driving & 50-
load. As inferred from the measured antenna-pair transducer gain of -64 dB, the received

signal level is -43 dBm at the LNA input. Since the receiver would not lock to the
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Figure 6-9 (a) Measurement setup used to characterize clock receiver. (b) Input and output

waveforms for the clock receiver{£7.4 GHz and §,~=7.4 GHz/8 = 925 MHz)

for a interconnection distance of 3.3 mm.
transmitted signal for lower input power levels, the minimum detectable signal of the
receiver is -43 dBm. The receiver consumes 62.5 mW from a 2.5-V supply.

This result is the first demonstration of an on-chip wireless interconnect. A
7.4-GHz global clock signal is successfully received over a 3.3-mm distance with interfer-
ence structures located in between the antennas, and a 925-MHz local clock signal is gen-
erated. Also, this result is the first to integrate antennas and CMOS circuitry on a single
chip. Therefore, plausibility of a wireless system has been demonstrated using a standard
0.254m CMOS technology at ~8 GHz. Based on this result, superior performance is
expected by using a more advanced CMOS technology. This allows the operating fre-
guency to increase, improving the efficiency of the antennas, which in turn allows longer

interconnection distances.
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Figure 6-10 Layout of UMC test-chip showing locations of relevant zigzag antenpgpsa@p
antenna (LB, clock transmitters (Tx), and clock receivers (Rx).

6.5 Antenna Characteristics in 0.fi8s CMOS

6.5.1 Chip Implementation

Based on the results achieved in the O2B-CMOS test chip, a test chip was
implemented in a 0.18m CMOS technology with copper interconnects. This technology
was obtained from UMC as part of the SRC Copper Design Challenge, sponsored by the
Semiconductor Research Corporation (SRC), Novellus, SpeedFam-IPEC, and UMC. The
substrate resistivity is 15-Z3-cm. Six layers of copper interconnect were provided.

Multiple antenna test structures, LNAs, frequency dividers, clock receivers, and

clock transmitters have been included in this test chip. Figure 6-10 shows the layout of the
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UMC test-chip, whose area is 7 X 6 mAnThe locations of relevant zigzag antennag) (Z

and the loop antenna (kPhave been noted. Clock transmitters (Tx1, Tx2) and receivers
(Rx1-Rx4) have been labeled as well. Located in between the antennas are test structures
which interfere with the clock transmission and reception. These test structures contain
multiple metal interconnects, vias, substrate connections, passivation openings, and
metal-fill patterns (not shown) for metal layers 1 through 6. Therefore, the density of

structures between the antennas is high.

6.5.2 Antenna Descriptions

The majority of the antennas implemented are 2-mm long zigzag dipole antennas,
labeled Z in Figure 6-10. The zigzag antennas, illustrated in Figure 6-11, haveuanl0-
trace-width, an 8m arm element length, and a%Bfend angle. These values were based
on the best results currently available from antenna design experiments [Kim0Ob]. Anten-
nas Z,to Zg are implemented in metal 6 at various locations throughout the chip, with
spacings of d={6.7, 6.7, 6.7, 5.7, 4.3, 3.2} mm, for antenna pajgg 4p, ec, 6d, 6e, 67
respectively. The distance from metal 6 to the substrate is gm.2Also, different metal
layers were used to fabricate the antennas to examine their dependence on antenna gain.
These antennas are labeled Z,, and 4, and are separated by 3.6 mm.

Two antennas are evaluated for use in the transmitter--a zigzag dipole antenna and

a loop antenna (LP which has an omnidirectional in-plane radiation pattern [Bal97]. The

y
v

80um

P ¢
10um

Figure 6-11 Layout of 2-mm long zigzag dipole antenna
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zigzag antenna is identical to the antenna used for the receiver, while the loop antenna has
a diameter of 20Qum and a trace-width of 1@m, implemented in metal 6. The gain from
a loop antenna to zigzag antenna will be analyzed for different distances and angles.

This test chip also includes zigzag antennas in direct contact with the substrate,
where the zigzags have the same dimensions as presented above. This idea is motivated by
the fact that there will be many on- and off-chip metal interference structures between the
antennas. As shown in Figure 6-2 and discussed in section 6.2.3, the interference struc-
tures can severely attenuate the direct path between two metal antennas. A more suitable
medium for wireless interconnects is the substrate. Figure 6-12 shows a cross-section of a
chip containing substrate antennas. If the substrate and back-side dielectric are being
exploited, then the antennas do not need to be implemented in top-level metal. Instead, the
antennas are implemented with n-plus in p-substrate and with p-plus in n-well. This can

potentially alleviate metal routing constraints around the antenna.
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Transmitting Receiving
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Figure 6-12 Cross-sectional illustration of antennas in direct contact with substrate.
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Figure 6-13 (a) Zigzag-zigzag transmission gains for d=6.7 mgg) @nd 3.2 mm (€..ep-
Also shown is the pad transducer gainzﬂéat d=5.6 mm for reference. (b) Phase
versus frequency of voltage wave for d=6.7 and 3.2 mm.

6.5.3 Measured Antenna Characteristics

The balanced measurement setup shown in Figure 6-4 was used to characterize the
antenna pairs. Figure 6-13(a) shows the measured zigzag-zigzag transmissiongpain (G
versus frequency for 6.7- and 3.2-mm separations, corresponding to antenngpaind Z
Zgh-ar respectively. The gain increases with frequency and decreasing separation. At 15
GHz, G,is -53 and -45 dB for 6.7- and 3.2-mm separations, respectively. Also shown is
the gain (|§1|2) between two sets of pads separated by 5.6 mm, which is about 20 dB
below the transmission gain at 15 GHz. For this measurement situation, the pad-to-pad
gain is close to the instrument noise floor. The phase delays between the voltages at the
receiving and transmitting antennas are shown in Figure 6-13(b). The phase delay
decreases linearly with frequency, again indicating wave propagation rather than some

type of lumped-element RC coupling. This fact, along with the low pad-to-pad gain, show
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Figure 6-14 (a) Loop-zigzag transmission gains for d=5.2,{Zg) and 4.8 mm (LR-Zg,).
Also shown is the pad transducer galnzﬂé at d=5.6 mm for reference. (b)
Zigzag transmission gains for metal-6 antennag,@hed at d=6.7 mm,
demonstrating the effect of interference structures on gain.

conclusively that the signal is propagating from one antenna to the other, and that these
waves are launched much more efficiently from the antennas than from the pads alone.
Figure 6-14(a) shows Lversus frequency for a loop-zigzag antenna pair at 5.2-
and 4.8-mm separations (corresponding to antenna paysZifand LB -Zg, respec-
tively). At 15 GHz, G;is -58 and -54 dB, respectively, which is less than the zigzag-zigzag
gains. These results are promising, though, and show that at high enough frequencies, loop
antennas are useful for the transmitting antennas.
Figure 6-14(b) shows Gversus frequency for three pairs of zigzag antennas. Each
pair is separated by 6.7 mm, corresponding to antengggze These results demon-
strate the effect of interference structures on antenna gain. As can be seen from Figure

6-10, each pair has different types and densities of metal and active structures located in
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between. The transmission gain changes by 5 to 10 dB, depending on the antenna and fre-
guency. Also, the antennas have slightly different impedances (not shown), since the
reflection coefficient is a function of the metal structures reflecting the transmitted signal
back into the antenna. This shows that the structures located around the antenna affect the
antenna performance. The implication on system design is that this degradation in signal
level has to be accounted for when estimating the worst-case signal-to-noise ratio. Also,
this shows the need for electromagnetic simulation tools which can be used to try to esti-
mate the effects of these structures beforehand, allowing design rules to be developed.
Much greater analysis of this problem is contained in [Yoo00, Kim00a, KimOOb].

Figure 6-15(a) shows the reflection coefficients of the loop and zigzag antennas on
an impedance Smith chart, while Figure 6-15(b) shows the measured antenna impedance
for a zigzag (4p) antenna and a loop (kP antenna. The zigzag impedance is ~XD0
with a capacitive reactance; the loop impedance is@%@th an inductive reactance. The
mismatch loss between the receiving zigzag antenna and the LNA input (which was
matched to ~10@) is approximately 0.3 dB at 15 GHz. Therefore, virtually all of the
power from the receiving antenna is transferred to the LNA.

Figure 6-16(a) shows the measured antenna gain for zigzag dipole antennas imple-
mented in either metal 1, 2, or 3. At 15 GHz, the gains are -43, -49, and -49 dB, for anten-
nas 4, Z,, and %4, respectively. The gain for the antennas in metal 1 is about 5 dB greater
than that in metals 2 and 3 for frequencies above ~12 GHz. The antennas in metals 2 and 3
have nearly the same characteristic, where the gain decreases and then plateaus with fre-
guency. Finally, the gain for these antennas at 3.6-mm separation is close to the gain of the
metal-6 antenna, g (-45 dB at 3.2 mm). More work is required to understand these

effects, both with and without metal interference structures present.
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Figure 6-16 (a) Zigzag transmission gains at d=3.6 mm for antennas in metals 1, 2, or 3. (b)
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Table 6-2 Comparison between measured and expected antenna characteristirs, 0.18-

Antenna Pair Parameter at 15 GHz Expected Measured
Gain (d=6.7mm) -48 dB -53 dB
Zigzag to Zigzag Impedance 125 - j55Q 89 - j43Q
(Zigzag)
Gain (d=5.2mm) -51 dB -58 dB
Loop to Zigzag Impedance 30+j80Q | 43+j114Q
(Loop)

Figure 6-16(b) shows the measured gain versus frequency for the substrate
antennas. These substrate antennas are implementédhip4substrate andpin n-well,
overlaid with metal 1 and multiple contacts. At 15 GHz for a 3.65-mm separation, the
gains for a n-plus antenna implemented in p-substrate and for a p-plus antenna imple-
mented in n-well are -51 and -49.5 dB, respectively. The gains are between 7 to 3 dB less
than that for the metal-6 zigzag (d=3.2 mm), for frequencies between 6 to 18 GHz, respec-
tively. This result suggests that substrate antennas can be used for wireless interconnection
at frequencies above 18 GHz. Further feasibility studies are required

A comparison between the expected and measured antenna characteristics at 15
GHz is shown in Table 6-2. The expected characteristics were extracted from the results in
[KimOOa]. These characteristics agree remarkably well, with the difference attributed to
the interference structures located between the antennas. While this result is encouraging,
the fact that the results on the 0.@5 test chip for very similar antennas did not match is
equally disturbing. In particular, the impedance of the Qub-antennas was about one
fifth of the 0.18um antenna impedance, resulting in a large mismatch. Both test chips
have metal-fill patterns which are required to maintain chemical-mechanical polishing

(CMP) uniformity. One difference between the chips is that the Qub8:zhip allowed for
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Figure 6-17 Block diagram of clock transmitter for Ojir&-test chip.

these fill patterns to be blocked around the antenna, while no blocking was used in the
0.254um chip. Currently, it is not known whether this difference can account for the differ-

ence in the impedance. More experimental and modeling work is required to understand
these discrepancies, since predicting the antenna performance is critical to a working wire-

less interconnect system.

6.6 Wreless Interconnects in 0.18n CMOS

6.6.1 Clock Tansmitter

Figure 6-17 shows a simplified block diagram for the clock transmitter. The
15-GHz signal is generated using a differential voltage-controlled oscillator (VCO). The
VCO is required to have low phase noise to decrease the local clock jitter. The signal from
the VCO is then amplified by a two-stage output power amplifier and delivered to the
transmitting antenna. In the final clock distribution system implementation, the VCO will
be phase-locked to an external reference. However, to ease the implementation require-
ments for this chip, the transmitter was operated open-loop, where the frequency of the
VCO was controlled directly with its dc input. This clock transmitter was primarily
designed by Chih-Ming Hung and characterized by the author. Accordingly, the basic cir-

cuit design will only be briefly reviewed, specifically for the VCO where the interested
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Figure 6-18 Die photograph of 0.18n clock transmitter with zigzag dipole antenna.

reader can refer to [Hun0Oa]. Instead, the discussion will focus on the measured character-
istics and their implication for wireless interconnect design.

Figure 6-18 shows a die photograph of the clock transmitter with a zigzag antenna.
The size of the transmitter, including the “unused” portions on either side of the circuit, is
0.64x2 mnt, while the active areas (excluding pads) is 0.4x0.2%nifhe layout is sym-

metric left-to-right. Multiple substrate connections are included throughout the circuit.

6.6.2 \bltage Controlled Oscillator

Figure 6-19 shows a schematic of the VCO and PA. Cross-coupled transistors, M
and M,, form a positive feedback, providing negative resistances to the LC tanks. Instead
of a conventional tail-current source, a PMOS transistoy, il placed at the bottom to
perform a comparable function. This allows the VCO core output to be dc coupled to the
PA. Simulation shows that when using this configuration, the phase noise contributed from
the noise present at the gate of M lower as compared to that of a conventional current
source [HunOOc]. To generate the same negative resistance with a given current, the

required width of a PMOS transistor is larger than that of an NMOS transistor, due to
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Figure 6-19 Schematic of the VCO and output amplifier.

lower mobility. This implies that the total gate area is larger if PMOS is used for the
oscillator. Since 1/f noise is approximately inversely proportional to the gate area, the
close-in phase noise can be reduced. Furthermore, PMOS transistors have much lower
hot-carrier noise, according to [Che90]; thus, the far-out phase noise would also be
improved. Hence, PMOS transistors are exclusively used in this VCO design [Hun00a].
The inductance of both Land L, was designed to be 0.33 nH, while measure-
ments reveal an inductance of 0.41 nH. This increase in inductance as well as increased
capacitance from the transistors, as presented in section 3.5.3, decreased the VCO operat-
ing frequency from ~21 GHz to 15 GHz. The inductors were implemented with metal 5
and 6 layers shunted together above a patterned ground shield. As mentioned in Chapter 3,
this improves the inductor Q by providing a low resistance path to ground for capacitively
coupled current. The area of the inductor is 70.6x70v6, and the metal spacing, width,

and number of turns are 2, 6.6um, and 1.75, respectively. The expected inductor Q
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Figure 6-20 Single-sideband plot for 0.i8t VCO with output spectrum inset.

was 32.9, while the measured Q was ~10. This reduction in Q was due to the thinning of
the top-layer metals, once again discussed in section 3.5.2. The varactor is implemented
using an accumulation-mode high-Q MOS capacitor [Hun98]. Measurements show that
the varactor Q is approximately 47 at 15 GHz.

A VCO test structure consisting of the VCO core plus a single-stag@ 60tput
buffer was connected to a spectrum analyzer, yielding the output single-sideband
phase-noise plot and spectrum shown in Figure 6-20. Witpm\1.2 V, the measured cen-
ter frequency is 14.92 GHz, with an output power level of -21.5 dBm. The VCO core con-
sumes 7.2 mW from a 1.5-V supply. The phase noises at 1-MHz and 3-MHz offsets are
-105 and -113 dBc/Hz, respectively. Finally, an oscillation frequency versus control volt-
age plot is shown in Figure 6-21. The tuning range is 690 MHz, {grbétween 0 and 1.8

V. The linear portion of this curve reveals a VCO gain of approximately 600 MHz/V.
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Figure 6-21 Measured tuning range for Opir8-VCO.

Table 6-3 shows a comparison between the expected and measured VCO results.
The overall Q of the LC tank is the major limiting factor of the phase noise performance,
where the tank consists of LL,, C,41, C,,, the gate and drain capacitances of &hd M,
and the gate capacitances of Bhd M,. Since the measured Q of the inductor is ~5 times
smaller than that of the varactor, the Q of the overall LC tank is limited by the inductor.
The phase noise of a VCO in #/fegion (refer to Figure 6-20) can be approximated by

Leeson’s formula [Lee66], as follows:

KT(ry) o 12, (6.6)
L(Aw) = 10 Dog%— EQQLAmD }D

where F is the noise factor of the amplifier, k is Boltzmann’s constant, T is the tempera-
ture, V is the voltage across the tank, 3 the Q of Ly ,, r5is the series resistance of the
inductor, and\w is the frequency offset from the carrier. Assuming that the last term in the
equation is much greater than 1, and all other parameters exgepe equation are con-

stant, a 50% Q degradation increases the phase noise by ~3 dB (10 log(2)), which is
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significant. Thus, doubling the thicknesses of metals 5 and 6 should improve the phase
noise to -108 and -116 dBc/Hz at 1-MHz and 3-MHz offsets, respectively. The power con-
sumption should also decrease, since the voltage across the tank would remain approxi-
mately constant while the effective resistance of the tankrJQuould increase. This
explains why, to overcome the lower Q, the current level was increased, explaining the
added power consumption listed in Table 6-3.

Finally, to understand the competitiveness of this VCO result with previously pub-
lished results, the phase noise can be scaled to a 5-GHz regime. Thus, for a given inductor
Q, the 15-GHz VCO would correspond to a 5-GHz VCO achieving a phase noise of -114.5
dBc/Hz at a 1-MHz offset. This result is ~2.5 dB less than that achieved in [HunOOc] at
5.35-GHz. However, if thicker metal is used for the inductors, the scaled result would then

be comparable to [Hun0Oc], with a benefit of reduced power consumption.

6.6.3 Pwer Amplifier

The PA consists of 2 stages of inductively-loaded common-source amplifiers.
Unlike the transistors in the VCO core, whose output noise is directly injected into the LC
tanks, the transistor noise in the PA does not significantly degrade the VCO phase-noise
performance. Also, because the transistors are turned on only half of the time, the effective
output noise becomes even lower. Hence, NMOS transistors with larger current-per-
unit-channel-width are used.

The first class-A stage serves as a pre-amplifier for the final power amplifier stage.
The transistor widths of stage 1 are only 2/3 of that gfiMthe VCO core, to avoid signif-
icantly loading the VCO output. At the tuned frequency, the single-sided output has an

amplitude approximately equal to the supply voltage, with an offset voltagg o) The



192

second stage acts as a class-E amplifier without a bandpass filter (traditionally used to
select the fundamental), and is tuned together with the antenna impedance. Hence, as the
amplifier switches, both the fundamental and higher-order harmonics are transmitted. The
size of the transistors in stage 2 is 3 times larger than that of the first stage. Due to the thin
gate oxide and, thus, low gate-oxide breakdown voltage, the maximum output power is
designed to be ~12 dBm (the voltage amplitude of the differential output is 2 V and the
real part of the antenna impedance is ~I?5The power efficiency is ~60%. The output
power can be simply controlled by the supply voltage. Figure 6-22 shows a simulated dif-
ferential output waveform across the antenna. The output waveform is not sinusoidal at the
zero-crossing point due to the passing of higher-order harmonics in the PA, introducing
distortion to the signal.

Figure 6-23(a) shows the measured small-signal S-parameters for a differential PA
(referenced to 10@). The input of this stand-alone PA had SDresistors to ground at
each input node. To obtain the measurement, baluns are placed at the input and output of

the PA to transform the unbalanced signals from the network analyzer to balanced signals
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Figure 6-22 A simulated output waveform across the antenna from the PA.
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Figure 6-23 (a) S-parameters of power amplifier (drivingb@iferentially).
(b) Operating power gain of the PA when connected to a zigzag antenna.

for the PA. The frequency range of the baluns is limited to 18 GHz; thus, the measurement
is also limited to this frequency range. The PA demonstrateszqﬁ {$5.4 dB at 18 GHz,

while consuming 41 mW from a 1.3-V supply. The S-parameters are obtained when driv-
ing a 100Q load. However, since the antenna impedance is not equal tQ14@ has a
reactive component, the gain and resonant frequency for the PA driving the antenna are
different than that from the S-parameter measurements. The operating power gain, plotted
in Figure 6-23(b), is the ratio between the power delivered to the antenna and the power
delivered to the input of the PA. The results show that the PA has a 6-dB operating power
gain at 18 GHz. Because the peak gain frequency of the PA is de-tuned, the operating
power gain at 15 GHz is less than one. Since the clock distribution system operates at 15
GHz, the PA is actually attenuating the signal from the VCO. If the power consumption of
the PA is increased to 75 mW, the operating power gain at 15-GHz can be increased to 0

dB. Finally, the power delivered to the transmitting antenna is obtained from the
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Table 6-3 Summary of measured characteristics for QMA&EMOS VCO and PA

VCO Expected Measureq PA Expected Measured
Frequency | 20-21.6 | 14.3-15 fo 21 GHz 18 GHz
Range GHz GHz
Power 3 mW 7.2 mW Power 24 mW 41 mW
Consumption Consumption | (V4q=0.9V) | (V451.3V)
Phase Noise - -105 Output Power | +12dBm | -13.2dBm
@ 1MHz dBc/Hz to Antenna
Phase Noise - -113 Operating Power 20 dB 6 dB
@ 3MHz dBc/Hz Gain ()

measurement of the full transmitter with an integrated antenna (discussed in the next sec-
tion), revealing an available power of -13.2 dBm at 1.3 V to the antenna at 15 GHz.

Table 6-3 shows a comparison between the expected and measured PA results. As
can be seen, the power gain of the amplifier is less than expected and the resonant fre-
guency has been reduced. Decreasing the inductor Q by half should reduce the small-sig-
nal PA gain by approximately 7 dB. The first 6 dB comes from the pre-amplifier stage,
whose output is a parallel resonant circuit composedsgfdnd shunt capacitances. Thus,
the load impedance at resonance is proportional to the Q gf Another 1-dB degrada-
tion comes from the second stage, where its output is loaded by the antenna. However, 7
dB of the gain reduction is still unaccounted for. Finally, the reduction in resonant fre-

guency is due to increased transistor capacitances.

6.6.4 Clock Tansmitter with Intgrated Antenna

Referring back to Figure 6-17, the clock transmitter consists of a VCO connected
to a PA, which then drives the transmitting antenna. Operation of the clock transmitter is

demonstrated by on-chip generation of a global clock signal and reception of this signal
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Figure 6-24 (a) Measurement setup used to characterize wireless clock transmitter.
(b) & (c) Output spectra from receiving antenna detected from clock transmitter

across a 3- & 5.6-mm distance.

using receiving antennas. Figure 6-24(a) shows a block diagram of the measurement setup
used to test the clock transmitter. The DC control and supply voltages were supplied to a
transmitter driving a zigzag dipole antenna. The output spectrum was then obtained by
probing receiving antennas located at 3-mm and 5.6-mm separations from the transmitting
antenna. Figures 6-24(b) and (c) show the resultant output spectra measured at 3-mm and
5.6-mm distances, respectively, having peak output power levels of -60 and -69 dBm at
~15 GHz. The transmitter consumes ~48 mW of power. Thus, an on-chip clock transmitter

with an integrated antenna is demonstrated for the first time.
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While this first on-chip wireless transmitter demonstration is significant, the
received power level is very low. To understand this, the power delivered to the zigzag
transmitting antenna by the PA is obtained using the measuyéar e 6.7-mm antenna
separation and calculating the mismatch loss in the system. At 15 GHz, the mismatch loss
at the PA/antenna interface is 2.5 dB and the mismatch loss at the antenna/spectrum ana-
lyzer interface is 0.25 dB. These numbers are obtained using (5.3). Referring to Figure
6-13(a), the antenna transmission gain is -53 dB for a 6.7-mm separation.While this is not
the measured gain for a 5.6-mm separation, it is within the deviation expected from vary-
ing metal interference structures, which is 5-10 dB, as demonstrated in Figure 6-14(b).
Therefore, with an antenna transmission gain of -53 dB, the extracted power available
from the PA is -13.25 dBm (-69 + 0.25 + 53 + 2.5), while the power delivered to the zigzag
antennais -15.75 dBm (-13.25 - 2.5).

The PA was originally designed to deliver +12 dBm to the antenna,; thus, there is a
28-dB difference between the expected and measured results. Referring back to section
6.6.3, the reduction in inductor Q due to thin metals 5 and 6 accounts for 7 dB of the PA
gain reduction. Second, operating the PA at 15 GHz, as opposed to at its resonant fre-
guency (18 GHz), accounts for another 8.5 dB. Third, the dc-bias level provided by the
VCO at the input of the PA is less than that used to characterize the stand-alone PA. This
reduced bias point is due to the VCO core current being increased to overcome the Q
reduction. Thus, the transconductance of the PA is decreased, resulting in another ~7.5-dB
degradation. Taking all of these effects into account, the expected power delivered by the
PA should be -11 dBm. This is close to the measured PAs available power of -13.25 dBm,

which assumes that the PA and the antenna are conjugately matched, as was the case in the
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Figure 6-25 Die photograph of 0.18n clock receiver with zigzag dipole antenna.

simulations. In summary, although operation of the wireless transmitter has been demon-
strated, the power that the transmitter can provide to the receivers through the antenna pair
is very low and as will be shown in the next section, is below that which the receiver can

detect. As can be seen, the PA appears to be the weakest link in the transmitter, and

requires circuit optimization.

6.6.5 Single Clock Reagir with Integrated Antenna

Figure 6-25 shows a die photograph of the OutB-clock receiver with an inte-
grated zigzag dipole antenna. The size of the receiver, including the antenna, is 0.66x2
mm?, while the active area is 0.37x0.58 finThe receiver consists of a zigzag dipole
antenna, a differential LNA with source-follower buffers, an 8:1 frequency divider, and
output buffers. The performance of the 08 LNA and source-followers was presented
in Chapter 3, while the divider performance was presented in Chapter 4. A summary of the
results is shown in Table 6-4, for easy reference. To decrease the minimum detectable sig-
nal of the receiver, the peak LNA/buffer gain should coincide with the self-resonance of

the frequency divider. To achieve this, the supply voltage of the frequency divider was
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Table 6-4 Summary of measured characteristics for gMA&MOS LNA and divider

LNA and | Expected | Measured Frequency | Expected| Measured
SF Buffer Divider
fo 21 GHz 14.4 GHz Division Ratio 8:1
Gain 27 dB 21 dB thax(Vag=1.5V) 35GHz | 15.8 GHz
(Vy&2.1V) 42 GHz | 20.4 GHz
NF 2.94 dB 8 dB iEo (Vgg1.5V) 28 GHz | 9.15 GHz
(Vg=2.1V) 34 GHz | 14.2 GHz
Power 11.2 mW 28 mW | Power {1.5V) 6 mW 4.5 mW
(Vyg=2.1V) 185 mwW | 12.2 mW

increased from 1.5 to 2.1V, increasingd from 9.2 to 14.2 GHz. Operation of the clock
receiver is demonstrated by transmission of a global clock signal across the chip, detection
of this signal, and generation of a local clock signal by a single clock receiver.

The same measurement setup shown in Figure 6-9(a), and again in Figure 6-26(a),
was used to test the clock receiver. The input signal is generated off-chip and externally
amplified. This signal is then transformed into a balanced signal and injected into the
transmitting antenna on-chip. The output of the receiver located across the chip is then
probed and examined using an oscilloscope. Two clock receivers (Rx1 and Rx3 from Fig-
ure 6-10) were tested, having antenna separations of 3.2- and 5.6-mm, respectively. Figure
6-26(b) shows plots of the input voltage to the transmitting antenna and the output voltage
for the wireless clock receiver, for a 5.6-mm transmission distance (Rx3), demonstrating
operation of the clock receiver with integrated antenna. The input global clock frequency
is 15 GHz, and the output local clock frequency is 1.875 GHz (15 GHz divided by 8). The
minimum power level needed at the transmitter for the clock receiver to lock to the input

signal is 20.33 dBm. Note that the input signal plotted in Figure 6-26(b) is taken before the
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Figure 6-26 (a) Measurement setup used to characterize wireless clock receiver.
(b) Input and output wave-forms for clock receiver, demonstrating operation of
receiver for 5.6-mm separation at 15 GHz.

external amplifier. The reduced voltage swing at the output results from driving(a 50-
load. The total power consumption for the receiver is 40 mW. Inferring from the measured
zigzag-zigzag antenna pair transmission gain (~ -53 dB) and accounting for mismatch loss
in the system, the power delivered to the input of the receiver is -34.3 dBm. As expected,
for the 3.2-mm separation, the input power level to the transmitting antenna can be 10 dB

lower, since the antenna transmission gain is 10 dB higher.

6.6.6 Simultaneousrdansmitter and Reogr Operation

By comparing the results from both the transmitter and receiver circuits with inte-
grated antennas, it can be seen that simultaneous operation of these two circuits (i.e., inte-
grated transmitter communicating across the chip to integrated receiver) is currently not
possible. The input power level for the receiver is -34.3 dBm, while the power received

from the transmitter is -60 and -69 dBm for half-chip and full-chip transmission,
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respectively. Thus, there is a 25.7-dB and 34.7-dB deficit in “system gain” for achieving a
fully integrated half- and full-chip wireless clock distribution system, respectively. A pri-
mary reason for this deficit is the reduced thickness of metals 5 and 6. As has been shown,
the effect of lower than expected inductor Q and reduced operation frequency has reduced
the overall system gain. First, the 50% Q degradation reduced the PA gain by at least 14.5
dB (Q and g, effect) and has reduced the LNA gain by approximately 6 dB. Second, refer-
ring to Figure 6-13(a), operating the antennas at 15 GHz, as opposed to at 21 GHz, results
in approximately 8 dB less transmission gain for the full-chip transmission distance. Also,
the mismatch in the VCO frequency range and peak gain frequency for the PA led to
another 8.5-dB degradation of the system gain (the PA appears to currently be a sensitive
spot in the system). Therefore, a 37-dB difference can be accounted for, indicating that the
fully-integrated system would have worked if the copper thickness was doubled and the
operating frequency had been above 18 GHz. As it is, by just doubling the metal thickness
of metal 5 and 6 layers, the system gain will increase by approximately 20.5 dB, which
should be enough to allow operation of the fully-integrated half-chip distribution system.
As mentioned earlier, these designs were implemented as part of the SRC Copper
Design Challenge. Due to circuit fabrication problems at UMC and the thinning of the
top-layer metals, the masks are being regenerated and another run is forthcoming. With
this new run, it is expected that all of the circuit performances will dramatically improve

and that simultaneous operation of a clock receiver and transmitter will be achieved.

6.7 Double-Recger Wireless Interconnect

A critical test for the wireless clock distribution system is to demonstrate two

clock receivers operating simultaneously and synchronously from the same transmitted
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global clock signal. From this test, the clock skew and jitter can be evaluated. Also, this
will demonstrate a larger and more realistic portion of the system, in that time-of-flight
delays, amplitude mismatch, and process variation will all be present.

The receivers used for the double-receiver test are Rx2 and Rx4, located in the
upper and lower right-hand corners of the Olr8- UMC testchip, as shown in Figure
6-10. These receivers contain programmable dividers, allowing the startup phase of the
circuit to be adjusted in £5ncrements, as presented in section 4.6. This programming is
used to tune out any time-invariant delay mismatch between the receivers, limiting the
clock skew to under 6.25% for an 8:1 divider. The transmitting antennas used for the dou-
ble-receiver test aregg and Z;, positioned on the left-hand side of the chip. Antengg Z
is located 5.95 mm from both Rx2 and Rx4, whilg.Z5 located 6.8 mm from Rx2 and 5.6

mm from Rx4.

6.7.1 Measurement Setup

The double-receiver measurement is illustrated in Figure 6-27. The input global
clock signal (GCLK) is generated off-chip and externally amplified. Before the amplifier,
GCLK is split, allowing it to be measured with an oscilloscope. The GCLK signal is then
transformed into a balanced signal and injected into the transmitting antegyar, Zg.

The receivers, Rx2 and Rx4, are probed and their outputs are examined using an HP
54120B digitizing oscilloscope mainframe and HP 54121A four-channel test set. Since

each receiver produces out-of-phase local clock signals, the in-phase signals from Rx2 and
Rx4 were measured, while the out-of-phase signal from Rx4 was used as the trigger for

the oscilloscope. The out-of-phase signal from Rx2 was terminated witkddz@.
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Figure 6-27 Diagram of measurement setup developed for double-receiver interconnect.

Measuring the clock skew between two clock receivers using wafer probing would
require matching the delay through the external measurement system, such that the mea-
sured clock skew is due only to the skew in the circuits themselves. Since this is difficult at
~2 GHz, the clock skew is detected on chip using a phase detector (PD). The PD converts
on-chip skew to voltage, as presented in Chapter 4, section 4.6.5. The PD is symmetric
with respect to both input signals, preventing a systematic skew or phase difference from
arising in the PD itself. As shown in Figure 4-26(b), the output voltage response from the
PD is approximately linear versus input skew, and is symmetric with respect to the y-axis.

A customized probe was required to measure the two receivers and the phase
detector output simultaneously. Since each clock receiver has probes on three sides, the

outputs from two sides of each receiver were routed such that one probe could be used in
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place of four original probes. Therefore, a 23-pin probe was required (obtained from GGB
Industries), having a ground-signal-signal-ground ac probe for each receiver, as well as 15
dc pins to bias each receiver and measure the phase detector. Bypass capacitors were
placed on each dc supply pin to filter low frequency noise. Due to the pitch and number of

probes, these surface-mount capacitors were placed by GGB during probe manufacture.

6.7.2 Demonstration of Double-Reg&i Interconnect

First, the double-receiver interconnect was measured ugjpgsZthe transmitting
antenna. This antenna is located 5.95 mm from each clock receiver. For this measurement,
the UMC testchip was mounted on a glass slide and placed on a 1-cm thick wood slab
(refer to Figure 6-4), which rested on the metal chuck of the probe station. Figure 6-28
shows the measured results for the double-receiver wireless interconnect. The input fre-
guency is 15 GHz and the output frequencies for both clock receivers are 1.875 GHz. The
input power available to the transmitting antenna is set to 20.7 dBm.

As can be seen, this result demonstrates two receivers operating simultaneously.
From the figure, the two clock signals appear to have very low skew. However, this can be
misleading, because these waveforms were obtained through the external cables in the
measurement system. Thus, there is skew induced by mismatches between each cable and
its connectors. The extracted on-chip skew for this case obtained with the phase detector
will be presented in the next section. To obtain the power delivered to each receiver, the
antenna transducer gain was measured for each antenna pair with a wood dielectric layer
beneath the chip. The measured antenna transducer gains at 15 GHz are -60 dB for both

antenna pairs g,_gaand Zp_gc. From the antenna impedance, the input impedance of the
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Figure 6-28 Measured input and output waveforms of double-receiver interconnect gsing Z

as the transmitting antenna, with a wood as the back dielectric. Input frequency i

15 GHz; output frequencies are 1.875 GHz; distances are 5.95 mm, each.

receiver, and the impedance of the input balun, the mismatch loss in the system is calcu-
lated to be 0.6 dB. With a 20.7-dBm available input power, the power delivered to each
receiver is -39.9 dBm, corresponding to the minimum detectable signal for the receiver.
The second double-receiver interconnect was demonstrated ugiag fe trans-
mitting antenna. This case is of particular interest singgiZlocated 6.8 mm from Rx2
and 5.6 mm from Rx4. At 15 GHz, the wavelength of the transmitted signal is 10.1 mm in
silicon-dioxide and 5.8 mm in silicon. Therefore, a time-of-flight delay mismatch between
8-12 ps is present in the system, where the actual value depends on the effective dielectric
constant for this multi-path medium. Additionally, the transducer gains for each antenna
pair are not equal; thus, there will be a skew due to amplitude mismatch at the input of the

divider. These skews will be tuned out using the programmable divider.
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Figure 6-29 Measured input and output waveforms of double-receiver interconnect gsing Z
as the transmitting antenna, with a AINi as the back dielectric. Input frequency i
15 GHz; output frequencies are 1.875 GHz; distances are 6.8 mm for Rx4@nd 5.
mm for Rx2. Time-of-flight delay mismatch and amplitude mismatch are present.

For this second measurement, the UMC testchip was mounted on a glass slide and
placed on a 0.76-mm thick slab of aluminum nitride (AIN). This thickness was chosen
based on the results presented in [Guo01]. Recall that AIN has a high thermal conductivity
(approximately the same as silicon), while still being a good dieleatyg&8.5). Thus, it
is a suitable medium for the backside dielectric layer which will be connected to the heat-
sink. Figure 6-29 shows the measured waveforms for the double-receiver interconnect
with Zg. as the transmitting antenna. Once again, the input frequency is 15 GHz and the
output frequencies are 1.875 GHz, demonstrating two receivers operating simultaneously.
The clock skew for this case will be presented in the following section, however, by

inspection, the skew appears to be similar to the result shown in Figure 6-28.



206

The measured transducer gains for the antennas on the AIN substrate at 15 GHz
are -54.1 dB for antenna pairgdg, (distance = 6.9 mm) and -60.1 dB for antenna pair
Zgc.c (distance = 5.6 mm). Interestingly, the gain for the diagonal pg.g£ is larger,
even though the distance is greater. This seems to indicate that the signal degradation due
to interference structures is greater for antenna pgired With a 20.7-dBm available
input power to the transmitting antenna, and a 0.6-dB mismatch loss, the power delivered
to each receiver is as follows: -34 dBm for Rx2 and -40 dBm for Rx4. The 6-dB difference
in input power levels can result in as much as 2.1% of clock skew, according to section
5.4, equation (5.17) (i.e., skew Tflﬁ't cHa0%2%). Thus, at least a total of between

3.6-4.4% of systematic clock skew due to time-of-flight delay mismatch and amplitude

mismatch should be present in this measurement.

6.7.3 Measured 8w Between Wo Clock Receiers

The skew between the two receivers (for the case wigp as the transmitting
antenna) was extrapolated from the response of the phase detector when the start-up states
of the dividers were varied across their 8 possible values. Since the skew induced by the
measurement system will be constant at a single frequency, the output of the phase detec-
tor can be compared to the skew measured with the oscilloscope. This results in a volt-
age-versus-skew response for the phase detector which should be maximum at the point of
zero skew between the two input signals, and which should be similar to the response
shown in Figure 4-26(b).

As discussed in Chapter 4, the programmable divider has a state-dependent initial-
ization failure which causes the divider to initialize to any of the 8 possible states for a

given input desired state. The programmed state depends on the state of the divider when
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Figure 6-30 Measured output of phase detector versus time difference (skew) rdeasure
between waveforms from Rx2 and Rx4 using oscilloscope. Lines with eqdal an
opposite slopes are fit to both the positive and negative portions of the, curve
where the lines intersect at the point of zero skew.
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the initialization signal is engaged. Even with this failure, though, the divider will take on
discretized states or phases; thus, the minimum adjusted skew can still be extracted.

Figure 6-30 shows the output voltage of the phase detector versus the skew
between the two waveforms measured with the oscilloscope through the external measure-
ment system. The top x-axis is for skew measured directly with the oscilloscope or
off-chip skew, which would include skew added by the measurement system. Using these
values, lines are fit (using Matlab) to both the increasing and decreasing portion of the
voltage response. The slopes of these lines are set to be equal and opposite since the phase
detector has a response which has even-order symmetry with regards to input skew. The
phase detector was designed such that both inputs have identical loads, eliminating any

systematic phase error. Under this assumption, the two lines in Figure 6-30 intersect at the
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point of zero input skew. From this intersection, the skew added by the measurement sys-
tem can be determined to be -35 ps. This then allows the on-chip skew to be determined by
subtracting -35 ps from the measured off-chip skew, resulting in the second x-axis in Fig-
ure 6-30. Thus, the minimum on-chip skew is 25 ps, which is 4.7% of the local clock
period. By adjusting the start-up states of the dividers, the skew can be reduced to under
5%, which is the requirement set for global clock distribution systems. This same skew
extraction methodology has been applied to the case whgrie dsed as the transmitting
antenna, showing 20 ps of skew, or 3.75%. This is significant, since the measurement case
has at least 3.6-4.4% of systematic skew due to time-of-flight delay mismatch and ampli-
tude mismatch, in addition to process variation.

Unfortunately, the uncorrected or unprogrammed skew can not be determined
from this measurement. This is due to the state-dependent initialization failure of the
dividers. If the dividers initialize properly, then the uncorrected skew would be the skew
measured when both dividers are initialized to the same state. However, since each divider
currently initializes to a random state, it is impossible to know if the dividers are initial-
ized to the same state, which would yield the uncorrected skew. The results do, however,

show that programming the dividers can tune out systematic skew.

6.7.4 Measured Jitter of Clock Regsis

The jitter of these receivers has been measured using the setup already shown in
Figure 6-27. To measure the peak-to-peak jitter, the triggered waveforms can be displayed
with an infinite persistence. The jitter is measured off of the input 15-GHz signal rather
than one of the 1.875-GHz output signals. This is because the trigger signal is also a

1.875-GHz clock signal which has its own jitter. Thus, measuring the jitter of the 15-GHz



209

0.4
0.3+
< 02- >
5 01b
E 0 ‘
© o1 Peak-to-Peak Jitter: |
= ' 6.6 ps at 15 GHz Input
S 02 or 1.875 GHz Output
- ' =1.24%
03+ _J .
-0.4 : : : : ‘ : : :
16.515 16.52 16.525 16.53 16.535 16.54 16.545 16.55
Time (ns)
Figure 6-31 lllustration of the measured jitter of the wireless clock receiver. This jitter wa

measured off of the 15-GHz input signal, yielding the jitter of the 1.87%GH
output signal used as the trigger. The measured peak-to-peak jitter was 6.6 ps.

signal, which should have very small jitter or phase noise, yields the jitter of the triggered
1.875-GHz waveform. Arillustration of the resultant plot with infinite persistence is
shown in Figure 6-31. This is an illustration, rather than the real data, since a screen cap-
ture of the oscilloscope could not be obtained. The measured peak-to-peak jitter is 6.6 ps
at 1.875 GHz, corresponding to 1.24% of the local clock period. This is under the system
requirement of 3% peak-to-peak jitter. Note that this jitter is for a “quiet” system, meaning
that the supply voltages are not being modified by digital circuits. In the literature, this is
known as the quiet-supply jitter. In an operating microprocessor, the jitter will be
increased, due to larger switching noise and noisy supplies.

The signal-to-noise ratio at the input of the divider can be determined using (5.35)
and the measured jitter, and assuming that the jitter is dominated by input additive noise.
Assuming that the RMS jitter is one-sixth of the peak-to-peak jitter (or 1.1 ps = 0.2%),

then the SNR at the divider input is calculated to be 19.7 dB. This agrees remarkably well
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with the SNR of 21.8 dB estimated using SPICE, which was presented in section 5.7 of
Chapter 5. Since the system requirement for the SNR to obtain 0.5% RMS jitter is 12 dB,
a 7.7-dB margin is present. However, this margin could of course be consumed (and per-

haps exceeded) by the interference due to digital switching noise.

6.8 Summary

In this chapter, the implementation of on-chip wireless interconnects with inte-
grated antennas has been presented. Two different test chips have been implemented--one
in a 0.25um CMOS process and one in a 0.tBt CMOS process. Measured antenna
characteristics for both chips show that antenna gain increases with frequency where the
antenna becomes electrically longer. Also, the presence of interference structures between
the antennas can alter the gain by 5-10 dB. Loop antennas and antennas in direct contact
with the substrate have been characterized, and show promising results for higher frequen-
cies. Additionally, the phase versus frequency response for the antennas is linear indicat-
ing wave propagation, while the gain between two sets of pads is at least 15 dB less than
that for the antennas. These two facts together show that the signal coupling is due to wave
propagation, and that these waves are launched much more efficiently from the antennas
than from just the pads. Finally, the impedance mismatch between the antenna and
receiver degrades the minimum detectable signal of a clock receiver and hence, this
impedance has to be accurately predietgdiori.

In the 0.25pm test chip a clock receiver with integrated antenna was imple-
mented. A 7.4-GHz global clock signal was successfully received over a 3.3-mm distance
with interference structures located in between the antennas, and a 925-MHz local clock
signal was generated. This result is the first demonstration of an on-chip wireless intercon-

nect. Also, this result is the first to integrate antennas and CMOS circuitry on a single chip.
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In a 0.18um copper technology, a 15-GHz wireless clock distribution system composed
of integrated transmitters, receivers, and antennas has been implemented. A wireless trans-
mitter with an integrated antenna generated and transmitted a 15-GHz global clock signal
across a 5.6-mm test-chip, and this signal was detected using receiving antennas. The
transmitter consisted of a VCO, PA, and antenna. Also, a wireless clock receiver with an
integrated antenna detected a 15-GHz global clock signal supplied externally to an on-chip
transmitting antenna located 5.6 mm away from the receiver, and generated a 1.875-GHz
local clock signal. These results demonstrate wireless interconnection at 15 GHz for a
5.6-mm distance. This is the first known demonstration of an on-chip clock transmitter
with an antenna and the second demonstration of a clock receiver. This result also virtually
obsoleted the 0.2fm result. Thus, by advancing the technology one generation, both the
frequency and interconnection distance have been approximately doubled. This is quite
significant, because it shows that the frequency of operation and the interconnection dis-
tance scale roughly with Moore’s Law (using two data points).

Finally, a wireless interconnect composed of two clock receivers locked to the
same global clock signal has been demonstrated at 15 GHz. The distances between the
transmitting antenna and the two clock receiver are 5.95 mm each in one case, and 5.6 mm
and 6.8 mm for the other case. The 6.8-mm interconnection distance is the longest to date.
The results show that the two receivers are synchronized, having an output clock skew of
25 ps at 1.875 GHz (or 4.7%). The measured peak-to-peak clock jitter with quiet supplies
is 6.6 ps at 1.875 GHz (or 1.2%). These results suggest that a wireless distribution system
can meet the skew and jitter requirements for clock distribution systems. All of these
results demonstrate the plausibility of an intra-chip wireless interconnect system contain-

ing integrated antennas and CMOS transmitter and receiver circuitry.



CHAPTER 7
FEASIBILITY OF WIRELESS CLOCK DISTRIBUTION SYSTEM

7.1 Owerview

While wireless interconnects have been demonstrated, overall system feasibility
has yet to be determined. One important feasibility issue is quantifying how much power a
wireless clock distribution system will consume and evaluating if this consumption is
within the budget allowed by the microprocessor. Another feasibility issue is evaluating
the effects of process variation on operation of the wireless interconnect. Perhaps the most
important feasibility issue is the clock skew and jitter of the system, since a clock distribu-
tion system inherently has to be synchronized, else the whole function of a global clock
signal is compromised. This chapter estimates the worst-case clock skew and jitter that
will be obtained and compares these estimations to the measured skew and jitter presented
in Chapter 6. Also, the latency of the wireless interconnect is presented, along with how
this latency should scale with technology generations. Two intangible feasibility issues are
the area consumed by the transmitter and receivers, which has to be weighed against the
top-level metallization being conserved, and the design verification of the system. Using
these results, the current feasibility of the system is discussed. This is then followed by

overall conclusions for wireless clock distribution and suggested future directions.

7.2 Paver Consumption Analysis

Whenever circuits are optimized for the highest possible operating frequency, it is
usually accompanied by an increase in the power dissipation. Since the wireless system

212
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requires 16 or more clock receivers operating at 20 GHz or higher to be implemented
on-chip, this added power dissipation by the receivers is a concern. To evaluate the impact
these receivers have on the total power consumption of microprocessors, the power
requirements for a wireless clock distribution system are estimated for theddenera-

tion, and then compared to those for conventional global clock distribution systems.

7.2.1 Pwer Consumption Comparison Methodology

The entire clock distribution system can be divided into a global system and a local
system. The global distribution system is assumed to be the network which delivers the
clock from its source (off-chip or on-chip) to various locations throughout the chip. The
local distribution system is assumed to be that which takes the global clock, generates dif-
ferent clock phases as needed, and distributes these signals to all of the local circuits.

The power dissipation of thglobal distribution system can be modeled as

dynamic, according to the following formula:

Pp = CTvﬁd o (7.1)
where G is the total (equivalent) global capacitance being switched, including the capaci-
tance of buffers, Y4 is the system supply voltage, and f is the clock frequency. To com-
pare the power requirements between different types of global clock distribution systems,
the system voltage and frequencies are assumed to be equal. Also, an equal capacitive
load, representing the local clock generators or distribution system, is assumed for each
type of global distribution system. Under these assumptions, the power dissipation can be
converted to capacitances and these can be used to compare the power dissipation of dif-

ferent global distribution systems, similar to an approach taken in [Res98].
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Figure 7-2 Schematic of tapered buffer used in global clock distribution. Each stage is
times as large as the previous buffer stage, resulting in minimum delay.

The total global capacitance can be allocated among three components, as follows:
Ca, Cw» and G [Flo99b]. These components are illustrated in Figure 7disGhe equiv-
alent capacitance of the highest level network which delivers the clock from its source to
various sectors or spine locations distributed throughout the chjpn€udes the total
capacitance of the final driver stage (herein termed the sector buffer) plus any buffers lead-
ing up to the sector buffer. The multi-stage buffers, shown in Figure 7-2, are assumed to be
tapered, where each buffer stag@&imes as large as the previous buffer stage. It can be
shown that this results in minimum delay through the buffer chain [Mea80]. The total

capacitance of an N-stage buffer driving a capacitive logg,gacan be estimated as
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N

Cbuffer = (CLoad) Z %g‘ D0'57(CLoad).
n

(7.2)

= a=e
A second component tods Gy, which is the capacitance of the interconnecting wires
for delivering the clock from the output of the sector buffers to the local distribution sys-
tem. Finally, G is the load capacitance representing the input capacitance of the local
clock generators.

The capacitances for the wireless system are based on measured results. The
capacitances for the grid and H-tree systems are based on publishedn®.&sults
[Res98, Gie97, Web97], which are then scaled to correspond tojan®deneration. The
initial data for the total global capacitance for grid and H-tree systems are shown in Table
7-1. The scaling methodology used assumes that the number of sectors or spine locations
scales with area. According to projections in [SIA99], the projected microprocessor areas
are 300 and 622 mfrfor 0.25- and 0.1am generations, respectively. Thus;, &y, and
C,_ each scale by a factor of 2.07. However, this scaling methodology does not account for

all of the >10X increase in transistor density. To accommodate this increased load, either

the drive capability in the local clock generators has to be increased or the grid and H-tree

Table 7-1 Total global capacitance for 0j2%-technology

Initial
i 0.25um, Al, k=4
Capacitance (pF) 2V, 750 MHz

Grid H-tree

Co 1343 597

Cw 1400 95

C. 600 600
Calobal= Ca+tCw*CL 3343 1292
% Total Power 14.3 55
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networks need to be adjusted. In this work, the former was chosen to keep the analysis
straightforward. This results in shifting some power from the global distribution system to
the local distribution system, resulting in an underestimation of the total global capaci-
tance. However, since each clock distribution system drives an identical clock load, mean-
ingful comparisons are still obtained.

Two cases are used in comparing these clock distribution systems fpnOden-
eration microprocessors. Case 1 is for aluminum (Al) interconnects and conventional
dielectrics; case 2 is for copper (Cu) interconnects anddalielectrics. To obtain case 2,

Cyy and the components ofarising from wires were scaled by additional factors of 0.63
and 0.5, representing the decreased width of Cu-lines as compared to Al-lines for constant

resistance lines, and the reductiok iftom 4 to 2, respectively.

7.2.2 Clock Distribtion Systems

Grid-BasedSystem. The grid-based system, shown in Figure 7-3(a) and based on

DEC'’s 21264 [Gie97], consists of a global tree supplying the clock to different spine loca-
tions, and the capacitance of this network ig. These spines drive the clock grid, which
has a capacitance from the four edges of the grid. The local clock generators then tap
off of the grid. Due to the amount of wiring used to form the grigy ¢ large. Conse-
quently, large sector buffers are needed, thereby increaging C

H-Tree BasedSystem. The H-tree system, shown in Figure 7-3(b) and based on

IBM’s S/390 [Web97], consists of a global tree supplying the clock to different sector
buffer locations. Each buffer drives a balanced H-tree, which drives the local clock gener-

ators. Gy is smaller for the H-tree; therefore, a smaller sector buffer is required.
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Figure 7-3 lllustration osingle quadrantf global clock distribution systems for (a) grid, (b)

H-tree, and (c) wireless.

WirelessSystem. The wireless system, shown in Figure 7-3(c), consists of a clock

transmitter broadcasting a microwave signal to a grid of distributed receivers. Each
receiver corresponds to a spine location and has a sector buffer at the output. Due to their
low capacitance, balanced H-trees are used to distribute the signal from the receivers to the
local clock generators. ThusyJor both the H-tree and wireless scheme is equal.

In a wireless clock distribution system, the long interconnects for delivering the
clock from its source to spine/sector locations are not present, and the associated compo-
nent of G5 is zero. However, since the wireless system contains components with static
power dissipation, an equivalent global capacitance [FIo99b] representing this power dis-

sipation is needed. The equivalent capacitance is defined as follows:

Prx + N [Pgy
CGeq = — (73)
Vi
where Ry and Ry are the power consumptions of the transmitter and receiver, and N is

the total number of receivers. Based on measured results for theh 1B-GHz wireless

interconnect, and assuming a 1.2-V supply, the transmitter consumes 38.4 mW while each
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Case 1 Case 2
. 0.104um, Al, k=4 0.104um, Cu,k=2
Capacitance (pF) 1.2V, 2 GHz 1.2V, 2 GHz
Grid H-tree | Wireless Grid H-tree| Wireless
Co 2523 1219 1129 1281 870 1064
Cw 2450 166 166 772 52 52
C. 1242 1242 1242 1242 1242 1242
Calobal = CatCw+CL 6215 2627 2537 3295 2164 2358
% Total Power 11.2 4.7 4.6 5.9 3.9 4.2

receiver consumes 32 mW. The equivalent capacitance can then be used to make a com-

parison to the grid and H-tree systems.

7.2.3 Results and Conclusions fomfeo Consumption

Table 7-2 shows a breakdown of the global capacitive loading for the three distri-
bution systems for cases 1 and 2. All capacitance units are in picofarads. The final row
gives the power consumed by the global clock distribution systems as a percentage of total
microprocessor power. This percentage represents the relative amount of power dissipated
in the global system to drive a load of C To obtain these numbers, the total power con-
sumption projected in the ITRS is converted into an equivalent capacitance using (7.3) and
then compared with g, For clarification, this percentage is not the relative amount of
power dissipated in the entire clock system, which is estimated to be between 30 and 40%
[Gie97]. This is because the percentage does not include the dissipation in the local clock
distribution system, which will be much greater than the dissipation in the global system.

The results show that for both cases, the wireless system is comparable in perfor-

mance to the H-tree system and better in performance than the grid-based system, in terms
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of power dissipation. The results also show that technology developments such as Cu or
low-k will have the greatest positive impact on systems whose total equivalent capacitance
is dominated by ¢, such as the grid. Finally, the results show that the power dissipated in
the clock receivers, given by should be a small fraction (1.9%) of the total power dis-
sipated in the microprocessor. These results show that power dissipation does not impose

limitations for wireless clock distribution systems.

7.3 Process afiation

The wireless clock distribution system consists of multiple clock receivers distrib-
uted throughout the microprocessor. These receivers will have to be matched across the
chip in terms of gain and phase so that the output local clock signals are synchronized.
However, process variation and temperature gradients make this matching difficult; thus,
there will be a nonzero clock skew due to process variation. The effects of process varia-
tion on a low noise amplifier, frequency divider, and clock receiver will be simulated in

this section using Monte Carlo analyses, and the resultant local clock skew will be shown.

7.3.1 Simulation Methodology

Two ways process variation can be simulated are by using either corner models or
Monte Carlo analyses. The corner models provide a worst-case variation that can be
expected lot-to-lot, representing approximately a €/+ariation. These models can basi-
cally be used to confirm circuit operation across all wafers. While this is important for the
wireless clock distribution system, evaluating the variation witheimgle dieis important
as well. The within-die variation is simulated using Monte Carlo analyses in SPICE. With

these analyses, select model parameters are defined by a probability density function
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(PDF), and for each Monte Carlo iteration, SPICE randomly selects values for the param-
eters according to the PDFs (i.e., the values are more likely to be closer to the mean than to
the mean +/- 8). This then provides statistical data for the simulated circuit, from which
the single-die variation can be obtained.

The Monte Carlo model file was generated for the QUa%CMOS circuits from
TSMC. Every parameter that was varied in the corner models was replaced by a PDF,
where the typical model parameters provided the mean value and the fast and slow corners
provided the 63 variation. For example, in the corner models, the oxide thickness varies
from a 5.5-nm thickness at the fast corner to a 6.1-nm thickness at the slow corner, having
a typical value of 5.8 nm. Thus, the PDF of the oxide thickness is Gadssi#tna mean
of 5.8 nm and a 3 variation of 0.3 nm. For the TSMC process, the following model
parameters for both NMOS and PMOS were replaced with PDFs: oxide thickness, length
and width variation, the threshold voltage at zero body-to-source voltage and low drain
bias, the junction and sidewall capacitances, and the gate-overlap capacitances. In addition
to these transistor parameters, the polysilicon sheet resistance was varied according to the
process data (4.5 +/- @/square). Finally, the resistance associated with the metal spi-

ral-inductors was varied assuming a 3ariation of 10%.

1. In HSPICE, the parameter statement is eitagable = AGAUSS(mean, variation, sig)
or GAUSS(mean, variation, sighhe mean and variation are specified, vgifpbeing the
number of standard deviations the variation represents. Here, AGAUSS denotes an abso-
lute gaussian where the variation is an absolute quantity, and GAUSS denotes a relative
gaussian where the variation is with respect to the mean. For the oxide-thickness PDF
example above, equivalent statements would be tox = AGAUSS(5.8n, 0.3n, 3) or tox =
GAUSS(5.8n, 0.052, 3), where thes3zariation of 0.3n is 5.2% of the mean-value 5.8n.
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matching ($%4), obtained with Monte Carlo analysis (30 iterations).

7.3.2 LM and FrequencDivider Variation

Figure 7-4 shows the simulated gain, noise figure (NF), and input-matchirp (S
variation for a single-ended low noise amplifier (LNA) from a Monte Carlo simulation
with 30 iterations. At 8.5 GHz, the gain 4§ varies by 0.7 dB, the NF varies by 0.2 dB,
and the $; varies by 1 dB. The variation in the phase (not shown)gfi§6°, resulting in
a 0.2% skew referenced to the output local clock signal.

Figure 7-5 shows the variation obtained with Monte Carlo simulations of the 8:1
frequency divider for a 500-mV amplitude, 8.5 GHz input signal g§ ¥2 V. At 1 V, the
skew is 26 ps at the rising edge and 42 ps at the falling edge. Since the output clock period
is ~940 ps (8/8.5 GHz), the skew due to process variation in the frequency divider is 4.5%.
To obtain the variability in the self-resonant frequencies of the dividers, a fast-fourier

transform was taken on the output signals of the first 2:1 divider when it was
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Figure 7-5 Process variation of frequency divider, obtained with Monte Carlo analgsis (3

iterations), for an 8.5-GHz, 500-mV amplitude input signgl ¥ 2 V.

self-oscillating. A 640-MHz variation in the output frequency of the 2:1 divider was
observed, corresponding to a 1.28-GHz variation in the input-referred self-oscillation fre-

guency, which is significant.

7.3.3 Clock Receer \Variation

The variability of the entire clock receiver was analyzed using both small-signal
(AC) analysis and transient analysis. Referring to Figure 1-3(b), the receiver consists of a
fully-differential LNA, a pair of source-follower buffers, an 8:1 frequency divider, and
output buffers. Figure 7-6(a) shows the simulated gain variation from a Monte Carlo anal-
ysis (30 iterations), equal to the voltage gain versus frequency from the input of the
receiver to the input of the frequency divider. Due to both the LNA driving a capacitive
load and the negative input conductance of the source-followers, the gain is much larger
than that of the LNA driving a resistive load. Furthermore, since the resonant frequency of

the LNA in the receiver is set by the small input capacitance of the source-follower, the
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Figure 7-6 Simulated process variation of (a) voltage gain and (b) phase-shift of receive
from antenna input to input of frequency divider.

variation in the resonant frequency can be large. The maximum gain at 8.5 GHz varies
from 27 to 36 dB, with the resonant frequency varying by ~120 MHz. As can be seen, the

gain variation is primarily due to the resonant frequency shifting, rather than the peak gain
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shifting. This 9-dB gain variation is severe, and can result in clock skew due to amplitude
mismatch. Referring to section 5.4, Figure 5-5, a 9-dB amplitude variation can result in as
much as 23 ps of skew at 8.5 GHz divided by 8, or 2.4% output clock skew.

Additionally, the variation in the resonant frequency will cause different
phase-shifts through the amplifier at a given input frequency. Figure 7-6(b) shows the
phase-shift to the input of the divider versus frequency. At 8.5 GHz, the variation in
phase-shift is 27% yielding 9 ps of output skew or ~1% of the local clock period. The
phase variation increases around the resonant frequency, though. At 8.39 GHz, corre-
sponding to the worst-case variation, the phase variation is®%#@%ch is ~30% of the
input period and 3.8% of the output period (i.e., 30% divided by 8).

Even more severe than the skew due to amplitude mismatch and resonant fre-
guency variations is the fact that this gain variation can cause the signal at the input of the
divider to be too low for the divider to lock. In that case, the divider would self-oscillate,
and the system would not be synchronized. The gain variation in Figure 7-6(a) is com-
pounded by the variation in the input sensitivity of the divider. As was just mentioned, the
input-referred self-oscillation frequencygd) can vary by ~1.28 GHz. Thus, the conver-
sion gain of the divider, and hence, the gain of the receiver will vary considerably.

Figure 7-7 shows the output clock waveforms from the Monte Carlo simulations
(30 iterations) for three different input power levels to the receiver. Reading top to bottom,
the input power levels are -16 dBm, -24 dBm, and -31 dBm. At a -16-dBm input
power--Figure 7-7(a)--the output clock waveforms are all at the same frequency, which is
8.5 GHz divided by 8 = 1.0625 GHz. The skew at the rising and falling edges are 30 and

36 ps, respectively, which corresponds to a 3.8% skew. At a -24-dBm input power--Figure
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7-7(b)--the majority of the output clock waveforms are at 1.0625 GHz, with similar skew
to that just mentioned. However, there are a few iterations where the output waveforms are
at a different frequency, showing that the divider is self-oscillating. This means that the
input signal to the divider is not large enough to lock the divider. Finally, at a -31-dBm
input power--Figure 7-7(c)--virtual chaos is evident, with most of the clock waveforms at

different frequencies. At this power level, the system has failed.

7.3.4 Conclusions for Procesariation

Table 7-3 summarizes the process variation results. Most significant among these
results are the phase-shifts due to process variation, resulting in output clock skew, and the
large variation inj§o. Also, these results show that as the input signal level decreases, the
receiver becomes more susceptible to process variation and eventually fails at low input
levels. Largely, this problem is due to the input signal level to the divider not being large
enough to lock the divider. In other words, this means that the overall receiver gain, con-
sisting of the amplifier and divider conversion gain, has its peak at a different frequency.

These results first motivate the need for some type of automatic gain control
(AGC) in the receiver. The AGC circuits could tune the resonant frequency of the ampli-
fier and/or adjust the peak gain level. In so doing, the variation in phase-shift through the
amplifier would be controlled as well. Most importantly, thesfof the injection-locked
frequency divider should be tunable, such that the input signal will always be able to lock
the divider. This tunability could be obtained by designing the first 2:1 injection-locked
divider as a differential voltage-controlled oscillator (e.g., [Rat99]). Second, these results
have been obtained with very primitive biasing techniques. Using more advanced biasing

techniques should improve the circuits’ immunity to process variation.
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7.4 Synchronization

Probably the single-most important criterion for a global clock distribution system
is that all of the output clock signals should be synchronized, having low clock skew and
low clock jitter. The clock skew should be less than 5-10% of the clock period, while the

peak-to-peak clock jitter should be less than 3% of the clock period. This section will look
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Table 7-3 Summary of simulated process variation for Qua5-eceiver circuits.

Parameter Absolute Variation Percentage
LNA Gain 0.7dB 5.7%
Input Matching ($9) 1dB 7.4%
Noise Figure 0.2dB 6.7%
Divider Output Signals, 42 ps 4.5%
When Locked four1.0625GHz
Divider figo 1.28 GHz 12% (input)

Receiver Gain
(to divider input)

9dB, f,= 8.5 GHz
6.3 dB, f,= 8.39 GHz

28%, {, = 8.5 GHz
16%, f, = 8.39 GHz

Phase-Shift Due To
Amplitude Mismatch

690, fin = 8.5 GHz
61°, f, = 8.39 GHz

2.4%, f,.= 1.0625 GHz
2.1%, f,,;= 1.048 GHz

Receiver Phase-Shift
(to divider input)

27, f,= 8.5 GHz
109, f,, = 8.39 GHz

1%, f,,;= 1.0625 GHz
3.8%, f,,i= 1.048 GHz

Receiver Output Signals

36 ps, 16 dBm

3.8%, §,1= 1.0625 GHz

(Divider Fails at |, = -31 dBm)

at the main components which contribute to skew and jitter for a wireless clock distribu-
tion system, estimate the (current) worst-case skew and jitter, and then these estimates

compare with the measured results from Chapter 6.

7.4.1 Clock Skw

For a wireless clock distribution system, the main elements which will contribute

to clock skew are as follows: process variation affecting receiver gain and phase-shift;
time-of-flight delay mismatches due to the receivers being different distances away from
the transmitter; amplitude mismatches at the input of the divider causing AM-to-PM con-
version (section 5.4); interference structures located between the transmitting and receiv-
ing antennas affecting antenna transmission gain, impedance, and phase-shift; and finally,
mismatches between the loads at the clock receiver outputs. The worst-case skew can be
estimated as the sum of the mean skew and 3 standard deviations of the random skew,

where the variances?) of all of random skews will add to yield the total skew variance.
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The non-random or systematic skew component will be due to time-of-flight
(TOF) delay mismatches. Since the receiver locations cannot be precisely known (the
evenly-spaced grid of 16 receivers is more conceptual than practical) there can be a situa-
tion where the TOF mismatch is half of the input clock period. For example, the speed of
light in a silicon-substrate propagation medfuis 0.87x1& m/s. If the distance between
the transmitter and two receivers differs by 2.9 mm plus any integer wavelength .8
mm at 15 GHz), then the TOF delay mismatch is 33 ps, which is half of the period of a
15-GHz input signal. Therefore, the worst-case TOF mismatch is 50% with respect to the
input signal, resulting in 6.3% of skew with respect to the output signal.

Random skew components will be due to process variation, amplitude mismatches,
and load mismatches. The effects of process variation on skew were presented in the pre-
vious section. The results show that for the O2B-receiver, the simulated skew due to
process variation is 3.8%. This was for the case when the input signal was large enough to
lock the receiver, which is a necessary assumption for this analysis. Although the process
variation analysis contained skew due to amplitude mismatch generated in the receiver,
there will also be amplitude mismatch due to different antenna gains. The longer the
path-length, the lower the transmission gain. Also, interference structures will modify the
antenna gain further. Referring to section 5.2.2, the specified antenna gains for 0.5- and
1.5-cm distances are -40 and -56 dB, respectively. Metal interference structures have been
shown experimentally to degrade the gain by ~7 dB. Thus, there is a maximum of 23 dB of

amplitude mismatch at the input of the divider. Applying (5.17), this results in 3% of skew

2. Since multiple paths exist from the transmitting to the receiving antenna, the effective
dielectric constant and hence, speed of light, will be between that of silicon and SiO
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with respect to the output signal. Finally, mismatches in the load capacitance of the clock
receivers will generate clock skew. These capacitances are assumed to be matched to
within 1%; thus, the skew due to this mismatch is also 1%.

The total worst-case estimated skew can now be obtained. Since each of the ran-
dom skew components are independent, the individual variances can be summed. Also,
since the numbers listed in the previous paragraph represemnaBations, the total 3
variation is equal to\/3.82 +3°+1° =4.9%. Therefore, the worst-case uncorrected skew
for a wireless clock distribution system is estimated to be the mean skew (6.3%) plus the
3-0 random skew (4.9%), resulting in 11.2% skew, with respect to the output signal. This
skew estimation assumes that there is no AGC in the receiver. With AGC, the skew due to
amplitude mismatch would be eliminated, and the skew due to process variation would be
reduced. Assuming that AGC is used, the worst-case skew would be less than 10.2%.
Finally, the use of more sophisticated biasing techniques should reduce the pro-
cess-induced skew further.

As was shown in Chapter 4, programmable dividers can be used to start-up the
receiver in a different state and to reduce clock skew. The types of clock skew that can be
corrected for include both systematic and random skew, since both are time-invariant. For
an 8:1 divider, the skew will be limited to undefl% , or 6.25%. Thus, the worst-case
skew using a programmable divider is 6.25%, which meets the system specification of less
than 5-10% of skew. Note, however, that to correct for the skew using programmable
dividers requires a start-up methodology for the clock receivers which would estimate the
uncorrected skew using a phase detector, modify the states of the receiver accordingly, and

then synchronously release the clock receivers from the initialized state (refer to section
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4.6.2). Additionally, this skew correction technique is static; hence, the receivers could
accumulate phase errors if, for example, a single clock pulse is missed due to interference.
More work is required to analyze this phase-error accumulation.

In Chapter 6, the measured skew between two receivers with programmable divid-
ers was 4.7%. This skew included process variation, TOF delay mismatches, amplitude
mismatch, and different interference structures. As expected, the measured skew is less
than 6.25%. These results show that the wireless clock distribution system should be able
to meet the skew requirements of global clock distribution systems. However, additional
work is needed to perfect the start-up technique for the programmable dividers (and cor-
rect for the state-dependent initialization failure of the dividers described in 4.6.4). This
start-up methodology appears to be the ultimate key for demonstrating feasibility in terms

of clock skew for a wireless clock distribution system.

7.4.2 Clock Jitter

The main elements contributing to clock jitter for a wireless clock distribution sys-
tem are as follows: thermal noise received by the antenna and generated in the receiver and
antenna, switching noise or digital interference received by the antenna, power-supply
noise, and phase noise from the phase-locked loop (PLL) which synthesizes the global
clock signal in the transmitter. Since these sources of jitter are all independent, their vari-
ances add. As was shown in Chapter 5, thermal noise and interference degrade the sig-
nal-to-noise ratio (SNR) at the input of the frequency divider, resulting in jitter at the
output of the divider (given by (5.35)). Noise on the power supplies will translate into

noise on the signals themselves, depending on the power-supply-rejection-ratio of the
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circuit. Finally, jitter in the source or PLL will correspond to jitter on the output signal,
where the jitter as a percentage of the period is divided by 8 through the clock receiver.
Estimations for each of these jitter components will now be presented. First, the
jitter due to thermal noise has been simulated with SPICE. As was shown in section 5.7,
the simulated SNR due to thermal noise was 21.8 dB, resulting in ~1% of peak jitter. This
simulation assumed an input thermal noise of kT. Second, to estimate the amount of inter-
ference at the receiver input, digital test circuits or noise generators have been placed very
close to antennas [Brav00a, BravOOb], allowing the power spectral density to be obtained.
Measurements and simulations in [Brav0Oa, BravOOb] show that the total power due to
digital switching noise is -74 dBm. If the input signal level is at the desired receiver sensi-
tivity of -54 dBm, then the signal-to-interference ratio (SIR) is 20 dB, resulting in 1.2% of
peak jitter. Third, since a CMOS PLL has not been built at 15 GHz, the peak jitter of the
PLL at 15 GHz is assumed to be 5%. Compared to results found in literature [Yan97,
Boe99, TamO00, Kae98, Mai97], this jitter specification should be attainable. With respect
to the output divide-by-8 signal, this results in 0.625% of peak jitter. Therefore, the total

peak jitter due to thermal noise, interference, and source (PLL) jitter is

/\/12+ 1.22+0.6252 = 1.68%. Since the peak-jitter specification is 3%, this leaves a
A/32— 1.68 = 2.5% margin.

The above jitter estimate is optimistic for two main reasons. First, the estimations
were made with noiseless or quiet supplies. When the microprocessor is operating, there
will be significant noise on the power and ground lines, even with power-supply decou-
pling. This will generate jitter in both the transmitter and receiver circuits, consuming part

of the 2.5% margin. To help offset this jitter, the analog supplies for the wireless clock
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distribution system should be independent of the digital supplies. Even still, noise will
couple to these supplies from both the digital circuits and the switching of the receivers.
Second, the amount of switching noise will most likely be larger than the -74 dBm mea-
sured in [Brav0Oa, BravOOb] (which was for only one noise generating circuit). If the
amount of noise is quadrupled--corresponding to noise generators on all four sides of the
receiver--then the power would increase to -68 dBm, the SIR would decrease to 14 dB, the
peak jitter due to interference would increase to 2.4%, and the total peak jitter would
increase to 2.7%. This would only leave 1.3% of peak-jitter margin for the noisy supplies.
In Chapter 6, the measured peak-to-peak jitter, with a quiet supply and without any
digital switching noise, was 1.24%. This jitter is due to thermal noise, corresponding to a
19.7 dB SNR. As can be seen, this agrees very well with the estimated peak jitter from
thermal noise of 1%, validating both the simulated SNR and the SNR-jitter relationship.
Therefore, these results suggest that the peak-to-peak jitter due to thermal noise, interfer-
ence, and source jitter should be approximately 2.4%, meeting the system specification of
3% peak-to-peak jitter. However, more work is required to quantify how much jitter is
introduced by noisy supplies. Also, the jitter from a PLL at 15 GHz should be quantified
and checked against the assumed value. If the jitter specification is exceeded by the noisy
supplies and the PLL, then the receiver circuitry could be optimized to decrease the jitter
due to thermal noise and interference. One potential improvement would be to use a differ-
ential LC-oscillator as the first 2:1 injection-locked divider [Rat99]. Due to the higher Q of
this circuit as compared to the low Q of a ring oscillator, the output phase noise and,
hence, jitter will be decreased. This decrease is due to the filtering provided by the
injection-locking, where the output phase can only follow the input phase over a limited

locking range, as shown in Appendix E.



233

7.4.3 Conclusions for Synchronization

This section has estimated the (current) worst-case clock skew and jitter that can
be obtained with a wireless clock distribution system. The worst-case uncorrected skew
due to process variation, TOF mismatch, amplitude mismatch (from different antenna
gains), and mismatches in the output load is estimated to be 11.2%. Using a programma-
ble 8:1 divider, though, will reduce the skew to under 6.25%. This necessitates a start-up
methodology to program and release the dividers synchronously. The worst-case
peak-to-peak jitter due to thermal noise, switching noise (digital interference), and phase
noise on the global clock signal, is estimated to be 2.4%. However, more work is required
to evaluate the jitter introduced by power-supply noise and the jitter of a 15-GHz PLL.
Measured results of a 15-GHz double-receiver wireless interconnect have shown a clock
skew of 4.7% and a peak-to-peak clock jitter of 1.24%. These results help to confirm the
estimations made in this section, showing that a wireless clock distribution system should
be able to meet the skew and jitter requirements for microprocessors. However, more work
is required to validate these estimations and to demonstrate the clock skew and jitter in a

working microprocessor (or close proximity thereof).

7.5 Lateng of 0.18um Wireless Interconnect

The increasing latency of conventional interconnects is a primary motivation for
investigating alternative interconnect systems. Therefore, the latency of thai®. i8re-
less interconnect has been calculated. The latency will include TOF delay and delay
through the clock receiver. If the silicon-substrate is assumed as the propagation medium
(which would have the worst-case latency due to higher dielectric constant), then the TOF

delay for a 1.3-cm propagation distance is 150 ps (this distance is assumed for the 100-nm
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technology generation, which has a 2-GHz global clock, and a 622-anea [SIA99]--for

an evenly-spaced grid of 16 receivers, the longest distance from the center to the corner
receiver is 1.3 cm.). The latency through the clock receiver was simulated with SPICE,
having the following components: LNA and source-follower delay = 30 ps, first 2:1
divider delay = 26 ps, second 2:1 divider delay = 55 ps, and third 2:1 divider delay = 77 ps.
Thus, the total latency through the 0.fi&3 receiver is 188 ps, and the wireless intercon-
nect has a total latency from the transmitter to the (unbuffered) output of the receiver of
approximately 338 ps. This corresponds to 63% of a 1.875-GHz output waveform. The
latency through the output buffer was not included since this would depend on the load
that the receiver is driving. Also, the delay through this buffer would be the same for any
interconnect system, since the local clock loads are equal. A rough estimate of the clock
skew could be approximately 10% of the latency, which is 34 ps or 6.3% of the output
clock period. This is less than the estimated worst-case skew of 11.2%, and is within the
allowable skew range of 5-10%.

The latency through the interconnect is still fairly large. What makes wireless
interconnects attractive, though, is that the latency through the receiver will decrease with
subsequent technology generations; whereas the latency through conventional intercon-
nect continues to increase (refer to Figure 1-1). For example, scaling from the 100-nm to
the 70-nm generation, the gate delay decreases by ~30%, whereas the global interconnect
delay increases dramatically [SIA99, Boh95]. The maximum interconnect distance
increases according to the square-root of the area increase, or from 1.3 cm to 1.4 cm (7%).
The TOF delay therefore increases by 7%, while the delay through the receiver decreases

by ~30%. Thus, the wireless interconnect latency will decrease from 338 to 292 ps--a 14%



235

decrease. This decrease will be lessened when the output buffer latency is included, which
will be increasing with each technology generation. However, this example shows that the
wireless interconnect latency is decreasing with technology generation, whereas the con-

ventional interconnect latency is increasing.

7.6 Intangibles

While feasibility issues such as power consumption, synchronization, and latency
have been quantified, there are other feasibility issues which are harder to quantify, but
which contribute to the overall system feasibility. These intangible feasibility issues
include the area consumed by the system, and design verification.

Since the wireless clock distribution system employs antennas and active circuitry,
there is an area penalty incurred in using wireless interconnects. For tha.tBeuits,
the areas of the transmitter and receiver, excluding antenna and pad area, are 02116 mm
and 0.215 mrf respectively. Each antenna occupies 0.15%ffor a wireless clock dis-
tribution system consisting of one transmitter, 16 receivers, and 17 antennas, the total area
consumed is 6.2 mfThe ITRS projects the die size of a Quin generation microproces-
sor to be 622 mrh Thus, ~1% of the microprocessor area will be consumed by the wire-
less clock distribution system. Approximately half of this area is due to the 2-mm long
antennas; thus, more area-efficient antennas would be desirable.

The area consumed by the wireless clock distribution system has to be weighed
against the metal area saved. Since the global clock tree will be eliminated, there will be
less area consumed by routing global signals. This will then free up more of the top-level

metal for the functional blocks across the microprocessor. As a result, their area could
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potentially be decreased. Thus, cost-functions for both the active area and the metal area
should be developed to evaluate the total area cost of a wireless interconnect system.
Another intangible feasibility item is the ability to accurately verify if the system
will function properly, known as design verification. With any global clock distribution
system, it is imperative to meet the clock requirements with “first silicon”. For conven-
tional interconnect systems, sophisticated computer aided design (CAD) tools have been
developed to model the transmission-line effects, extract the parasitics associated with a
line, and model current return-paths. For a wireless clock distribution system, CAD tools
would also have to be developed, or at least improved, to model the antenna characteris-
tics, the effects of metal interference structures between the antennas, the digital switching
noise, and the RF performance of the circuits (requiring accurate inductor and transistor
modelling). While this hurdle is not insurmountable, it is quite large, pointing out the need

for additional research.

7.7 Conclusions and Futureovi

7.7.1 Feasibility Summary

The feasibility of a wireless clock distribution system has been evaluated, yielding
the following results. First, the power consumption of a wireless clock distribution system
is similar to that of conventional systems, where the clock receivers and transmitter will
consume less than 2% of the system power. Second, the clock skew of the wireless clock
distribution system will be less than 6.25%, while the peak-to-peak clock jitter should be
less than 3%, and both of these numbers have been verified with measurements. Thus, a
wireless system should be able to meet the skew and jitter requirements for clock distribu-

tion systems. Third, process variation has been shown to affect both the skew and the basic
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operation, where at low input power levels, the system does not operate across all process
variations. This necessitates the need to control the gain in the receiver, through adjusting
the resonant frequency of the amplifier and adjusting the self-resonant frequency of the
injection-locked divider. Fourth, the latency of the system is ~340 ps for a 15-GHz,
0.184um wireless interconnect, and future technology scaling will benefit wireless inter-
connect latency over conventional interconnect latency. Fifth, the wireless clock distribu-
tion system will consume approximately 1% of the projected microprocessor area;
however, this is offset by the top-level metal area that will be conserved. Sixth, design ver-
ification of a wireless clock distribution system is currently difficult, and further work is
required. All of these feasibility results are promising, in that none are dissuasive. On the
contrary, these results are promising enough to warrant further investigation of larger-scale

wireless clock and interconnect systems.

7.7.2 Conclusions for Weless Clock Distribition Systems

Examining these results, it can be seen that comparable power consumption, skew,
and jitter can be obtained with a wireless clock distribution system, as compared to con-
ventional systems, with potential costs of added area and more difficult design verifica-
tion. The benefits of a wireless clock distribution system, as discussed in Chapter 1, can be
summarized as being able to provide high frequency clock signals with little to no disper-
sion over large distances, where the latency of the interconnect is improving with technol-
ogy. This should increase the maximum clock frequency of microprocessors. Additionally,
these benefits can be obtained using conventional CMOS technology. Thus, while there is
a circuit overhead for a wireless clock distribution system, such a system could be used to

provide global interconnects for microprocessors operating well above 2500 MHz. In
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addition, the upper frequency limit is set by how fast the RF circuits can operate, rather
than how fast the interconnects can operate. This is a hidden benefit of wireless intercon-
nects, in that the performance improves as the frequency increases (the improvements are
largely due to the antennas and inductors becoming more efficient). Thus, wireless inter-
connects shift the microprocessor performance from being back-end (i.e., interconnect)
limited to once again being front-end (i.e., transistor) limited.

Therefore, this work has demonstrated both the plausibility and feasibility of a
wireless clock distribution system. First, the design and implementation of LNA and fre-
quency divider circuits operating between 1 and 24 GHz was presented. The results dem-
onstrate the competitiveness of CMOS for both interconnect and general wireless
communication systems. Second, the system requirements of a wireless clock distribution
system were derived, translating the clock requirements of skew and jitter into standard
radio requirements. Third, the plausibility of a wireless interconnect system was demon-
strated by implementing on-chip antenna pairs, clock receivers, and clock transmitters.
These are the first demonstrations of wireless interconnects and the first time antennas and
circuitry have been incorporated on the same silicon chip. Finally, the feasibility of a wire-
less interconnect system was evaluated in terms of power dissipation, synchronization,
process variation, latency, area, and design verification. All of these results indicate the

potential of an on-chip wireless clock distribution system.

7.7.3 Broader Applicability

The results from a wireless clock distribution system can be applied to general
wireless interconnect systems as well as RF systems with on-chip antennas. Basically, a

wireless clock distribution system consists of communication of just a carrier signal.
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Therefore, by modulating this carrier, data communications can be obtained. Such data
communications could be used for on-chip interconnection, multi-chip interconnection,
and general wireless communications. Obviously, the circuitry will be more complicated;
however, this work has shown that CMOS can support RF circuitry operating up to 20
GHz. Also, this work has demonstrated transmitter and receiver circuits with on-chip
antennas. Potentially, this could be the largest application for this work, in that a true sin-
gle-chip radio (including antenna) could be implemented for low-cost applications. There-
fore, in summary, this work is applicable to both wireless interconnect systems and

general wireless communication systems.

7.7.4 Suqggested Futureovit

Circuit Designandimplementation. First, the state-dependent initialization failure

in the programmable divider has to be corrected using the new latches presented in Figure
4-24. Second, automatic gain (and frequency) control circuits should be implemented in
the receiver to tune the gain in the amplifier and the self-oscillation frequency of the injec-
tion-locked divider. Potentially, the first 2:1 divider could be changed to an LC injec-
tion-locked oscillator. Third, the system’s robustness against process variation should be
improved by stabilizing or potentially eliminating the source-follower buffer and using
more sophisticated biasing techniques for the transmitter and receiver. Finally, a
phase-locked transmitter operating above 15 GHz has to be implemented. Particularly, the

CMOS PA requires optimization, such that it delivers more power to the antenna.

Antenna Design and Characterization. First, the modeling and predictions of
antenna performance should be improved, using three-dimensional electromagnetic simu-

lation tools. This is very important to the overall system operation, since both the antenna
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impedance and transmission gain affect the power delivered to the input of the receiver.
Second, the area-efficiency of antenna structures should be improved, since, currently, the
antennas occupy about as much area as the receiver and transmitter circuits. Third, the
substrate antennas should be further examined, simulated, and optimized. Fourth, a
test-chip containing more realistic interference structures should be implemented. The test
structures should include metal-fill patterns as well as multiple layers of metal. Design
rules for the antennas should then be explicitly defined. Finally, a test setup should be
developed to analyze how the package affects system performance. The package setup
should include solder balls used for flip-chip bonding, ground planes embedded in the
package and the board, and the heatsink.

System-L&el Implementationand Demonstration. First, the initialization and

start-up methodology for the programmable receivers should be developed beyond that
presented in Chapter 4. In particular, a method to synchronously release each initialized
receiver is required. Using this methodology, a multiple-receiver system should be imple-
mented (which could include phase detectors to measure the static phase error and ana-
log-to-digital converters to translate this phase-error into a specific count for the receiver).
Second, the accumulation of phase-errors in the static phase-correction system should be
quantified. Third, the jitter due to noisy supplies and realistic switching noise has to be
quantified. Finally, an intra-chip wireless clock distribution system consisting of a trans-
mitter and multiple receivers should be used to provide a clock signal to an actual micro-
processor core. Using this platform, the clock skew and jitter of the wireless clock

distribution can be obtained, and realistic system operation can be demonstrated.



APPENDIX A
THEORY FOR COMMON-GATE LOW NOISE AMPLIFIER

A.1 Input Impedance

Figure A-1 shows the small-signal model of a common-gate low noise amplifier

(LNA). By inspection, the input admittance for the common-gate amplifier is

1
jolg

Yin = Ont jwcgs"' (A-l)

Thus, to achieve an input impedance of €30, is set between 1/70 and 1/85%, while

L is chosen to parallel-resonate witb’g@t the operating frequency.

Isc
S 1 =
CgS :=V S ngS |d Tuned
g Circuit
- R | _

w | uf

v

Figure A-1 Small-signal model of common-gate low noise amplifier.

A.2 Gain
To calculate the gain of the common-gate amplifier, the circuit transconductance is
first calculated. Assuming that the source inductor parallel resonates ygthti@ circuit

transconductance is as follows:
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179, 0_ (o

G, = - - |
S+ 1/ng 1+ ngS

m
Vs

Vl _ 0
Vng - gm[R (A-2)

As can be seen, &degenerates the transistor. Therefore, the common-gate LNA is typi-

cally more linear than an inductively-degenerated common-source LNA.

For a tuned load output, the,Ss equal to

— ng|ZLeq(wo)|

1S, = ZEIAV|w:wO = Titg R (A.3)

where Z ¢((0,) is equal to the total load impedance at the amplifier output at resonance.
Assuming that the output matching network is the same as that used in the source-degen-
erated LNA (i.e., &1 matching network containing a drain inductor and a capacitive trans-

former), then

ngdeoLd

- 1
|321| B 1+ngS

n()| -

where Q4 and Ly are the quality factor and inductance of the drain inductor,r{oy) is

a complex capacitive-transformer ratio defined in (2.25).

A.3 Noise Rctor

To derive the noise factor of this amplifier, the short-circuit output current is calcu-
lated for the entire circuit, including the source resistance. Converting this to a power
spectral density (PSD) and taking the ratio of the total PSD to the PSD from the source
resistance yields the noise factor.

The thermal noise generated by the source resistance is represented by a voltage

source with a PSD given by the following:

V2 = 4kT OR.. (A.5)
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Neglecting all other sources of noise except the thermal noise in the MOS transistor

(lumped only at the drain), the total short-circuit output current can be shown to be
[ G id (A.6)
i = GV :
SC m RS 1 + g RS

where G, is defined in (A.2) andjiis the channel thermal noise lumped at the drain. This
drain thermal noise has a PSD of

2

lq

— = 4KTyQ4,.

—

(A.7)
wherey is a bias-dependent parameter (0.67 for long-channel devices), k is Boltzmann’s
constant (1.38 x 16° J/IK), T is absolute temperature, ang, s the short-circuit drain

conductance. Since these two noise sources are uncorrelated, the output PSD is

I2 0
d
mVrst S0 (A8)
Il IO

where (A.2) has been substituted. Therefore, the noise factor is

o N

4kTygOlo

_ — Y [Eg

F=1+ = =1+ , (A.9)
D

grznvéS 9m(4kT Ro) mRs

wherea is the ratio between the device transconductangg &d the short-circuit drain

conductance (g).



APPENDIX B
OUTPUT MATCHING USING CAPACITIVE TRANSFORMER

B.1 Two-Element Matching dchnique

Multiple methods, both graphical and analytical, exist to quickly match one
impedance to another using two reactive elements. An analytical method found in
[Bow82] which is both easy to understand, use, and code (i.e., into Matlab), is summa-
rized here for convenience. The simplest matching scenario is matching two resistances
using an “L” or two-element network. In this case, the larger resistance, terrped R
requires a shunt reactive component (decreasing the impedance), while the smaller resis-
tance, termed R, requires a series reactive component. The sign of these reactances (i.e.,
inductive or capacitive) are opposite of one another for the net reactance to be zero.

The formulas for this method are as follows:

RIO
Q= [22-1, (B.1)
Xs = *QRg,, (B.2)
R
X, = :bﬁ’, (B.3)

where X and X, are the required series and shunt reactances of the L network. An illustra-
tion of this procedure is given in Figure B-1. The value of the inductance and capacitance
of each component can easily be obtained from the reactance for a given angular fre-

guency. To handle complex sources and loads, the reactance of the source/load is absorbed
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L-Matching Network
Figure B-1 “L” network matching design.

into the matching network. Hence, the total reactances in the matching network and the

source/load should be equal to the valugsiXX;, as given by (B.2) and (B.3).

B.2 Application to Capacite Transformer in LM

Figure B-2 shows the output matching network for the LNA, including the capaci-
tive transformer. Here, the output impedance of the cascode has been modeled by
Rp4|Gs, wWhile the drain inductor is modeled as a parallel network composegd, &g, 4,
and G 4. As can be seen, {ds the shunt reactance, while, @lus the equivalent series

reactance from and G 4+Cp,is the total series reactance. Hence, the total impedance at

r— —=—n
C
Y '
I [AY |
RPLd”RP2§ TCLq*Cp2 3 La : C:T : R, =50Q
| |
v Vv v I v i
T | "
2/ L-Matching b
se p
Network

Figure B-2 Small-signal model of common-gate low noise amplifier.
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the output of the cascodeg« including the drain inductor should first be calculated, as
follows:

1

1 . i .
Zse = = + Jw(CLd + CPZ) - = Rse+ ste’ (B'4)

"RpqlIRe; (*)_LdD
where Rgand X;care the real and imaginary parts ofZrespectively. Setting = R =
50 Q, and then using (B.1) yields the quality factor, Q, of the L matching network. Equa-
tions (B.2) and (B.3) are then used to finda@d G, respectively, as follows:

1

“2 W(Xse— QRs) (B.5)
- _Q
Cy e (B.6)

If either (or both) of these values is negative, it signifies that an inductor should be used in
place of the capacitor. If this is unacceptable for the LNA design, then the valyg(aht

its associated parasitics) should be modified.



APPENDIX C
DERIVATION OF NOISE PARAMETERS

C.1 Eqguvalent Input Noise Generators

Any “noisy” two-port network can be represented as a “noiseless” two-port net-
work with equivalent voltage ¢y and current (j) noise generators at the input of the net-
work [Gra93], as shown in Figure C-1. The two noise generators allow the noise
properties of the network to be correctly represented for any input impedance (admit-
tance). To calculate these noise generators, the output short-cigguicuirent can be
equated for both networks with the input first short-circuited and then open-circuited,
yielding v, and },, respectively.

Traditionally, the noise factor of the network is characterized in terms of four noise

parameters, as follows:

Zg
(@) “Noisy” T i
Vs Two-Port sc
O
Zs Vn
-+
S “Noiseless” T _
(b) Vs G n Two-Port 'sc
O
Figure C-1 Representation of a “noisy” two-port network as a “noiseless” two-port with

equivalent input noise generators.
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2

R
F= Fmin+G_r;[|YS_Yop[I ], (C.1)

where ki, is the minimum obtainable noise factor, B the noise conductanceyx =

Gopt * |Bopt is the optimum source admittance resulting in Fgf-and Ys = Gs + [Bgis

the actual source admittance. These noise parameters are easily derived from the input
noise generators, and they assume that the input is in an admittance form. However, for
cases when the input is in an impedance form (e.g., for a source-degenerated LNA), it is
advantageous to represent the noise parameters in an impedance form as well. Such a rep-
resentation yields design insight, since the optimal noise factor will occur when the volt-
age-source impedance is equal to the optimum noise impedance. Unfortunately, most
electronics textbooks only represent the noise parameters in an admittance form; there-

fore, the impedance form of these parameters is derived here.

C.2 Noise Brameters in Impedanceifn

Assume that the two-port network is represented using equivalent input noise gen-
erators, as shown in Figure C-1(b). A source with an impedage®#jX g is connected

to the input and generates an input thermal noise of

V3 = AKT RAf, (C.2)
where k is Boltzmann’s constant (1.38 x"40J/K) and T is the absolute temperature in
Kelvin. The noise factor of the network is then equal to the total input-referred noise

divided by the noise generated at the input by the source, as follows:

2 . 2
Vet |V, +1.7
F=S|“_2”5|. (C.3)
Vs
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To account for correlation betweep and |,, v, can be divided into components which are

correlated (¥) and uncorrelated (y with i,,, as follows:

Vp =Vt Ve =V 2. (C.4)

The correlation impedanceg,4s

S

(C.5)

N
I
s nl

The power spectral densities of each of these noise souggeg)(can be repre-

sented by either a resistance (fg)y @r a conductance (foy)i as follows:

2

— In
G = ZkTar (C.6)
2
—- u
R = ZkTar (€7

where R, can be obtained using the equivalent input noise generators, as follows:

R, = % z°G. = R —|Z.°G C.8
U_4kTAf_| C| n -~ n_| c| n- (C.8)

Substituting (C.2), (C.4), (C.6), and (C.7) into (C.3) yields

: 2
vV, +i (Ze+Z R, G

F = 1+| e ”(_ZS . 1+E”+E”|Zs+ ZC|2. (C.9)
V2 s Rs

Taking the partial derivatives of (C.9) with respect to the source resistance and reactance,

and setting the results equal to zero gives the optimum source impedance resulting in min-

imum noise factor, as follows:

py)
N

(C.10)

o

opt — Gn
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(C.11)

The minimum noise figure () can now be obtained by plugging in (C.10) and (C.11)

into (C.9), as follows:
Frin = 1+ 2G,(Rypt t Re) - (C.12)

Thus, the total noise factor can be represented as
F=F +&‘[|z 4 42] (C.13)
min RS S op !
where the noise parameters in impedance form ggg 6, and Z.

C.3 Alternatve Noise Rrameters

The noise performance of any two-port network can be represented by any four
noise parameters (€.9.,nf7, Gn, Ropt Xopts [Fmin: Rns Gopt: Bopd, €tc.). Surveying the
results in the previous section, an alternative set of parameters which come directly from
the equivalent input noise generators can be defined, from which any other noise parame-
ter set can be easily obtained. These alternative parameters,dg, Bnd B, where G, is

given by (C.6), while

¥
_ n
Ro = i (C.14)
— in n
Py = o (C.15)

Here, B, is a dimensionless correlated “power ratio.” These parameters naturally are
needed when trying to obtain any of the traditional noise parameters; thus, they are conve-
nient for numerical techniques. Examining these new parameters, it can easily be shown

that



251

P
zZ, = +—=2 1
C —2 Gn, (C 6)
'n
or alternatively,
VAR p_U
Y, = “_2” = R—“. (C.17)
n
Vn

Finally, to obtain E,;,,, the following relationships are used:

Fmin = 1+ 2G (Ryp* R) = 1+ 2GR, +2,/G R, +GR; . (C.18)
1+ 2R B) +2,/Gy(R, -|ZJ%G,) + RE(P,)

1+ 2R P) +2,/G,R, — [P,/ + RE(P,)

1+ 2Re( P) +2,/G,R,~ Im*(P,)

Thus, R,, G,,, and R, can be used to obtain any of the other noise parameters. Through the

author’s experience, these alternative parameters are more convenient for derivations and

numerical techniques, particularly for derivations gfF



APPENDIX D

NOISE PARAMETERS OF MOSFET

D.1 Transistor Model and Equalent Input Noise Generators

In this appendix the noise parameters of a single intrinsic MOSFET are derived,

including the effects of thermal noise in the channel, lumped both at the gate (gate-

induced noise--GIN) and the drain, substrate resistance, and all of the parasitic capaci-

tances. Figure D-1 shows a high-frequency, quasi-static model of the MOSFET [Tsi99]

including noise sources. The noise sources have the following power spectral densities:

2
i
—‘; = 4kTy 0y,
ic [0°Cye T
9 = 4kTo—25
f 05940 O
Ro _ 4T
AT T R,
Cyd
Je —]€ od
ig ) ig
d Cgs Vgs OmVgs Y ImbVbs J_
T Cao : s | T Cdb
B Cso b \ﬁos
Rb IRb
Figure D-1
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High-frequency, quasi-static model of intrinsic MOSFESi99.

(D.1)

(D.2)

(D.3)
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wherey and d are bias-dependent parameters, k is Boltzmann’s constant, T is absolute
temperature, andgg is the short-circuit drain conductance. The polarity of the noise
sourcesd, and gy, is arbitrary; however, the polarity of should be taken opposite tgto

yield a correlation coefficient with the correct polarity, equal to

Cc = %ﬂz (D.4)
ligl il
For long-channel devices, c is purely imaginary, taking a value ¢=j0.395.
As discussed in Appendix C, ampisytwo-port network can be represented as a
noiselesswo-port network which has equivalent voltage)(and current (j) noise gener-
ators at the input of the network. Once these noise generators are obtained, the noise
parameters can be derived as discussed in Appendix C. To obtalmevoutput short-cir-
cuit current ({J is equated for both a noisy (Figure D-1 as shown) and noiseless network
(Figure D-1 containing yand j, at the input and excluding,iig, and gp) when the input

is short-circuited. To obtain,j the same procedure is followed except the input is now

open-circuited. The results are as follows:

N iib@mb_ JWC g

_ ld
T Yar Y Yy : (6-5)
[( b) L Dlwcng

A transadmittance,zy, referring output current to input voltage, is found to be

i .
Yoy = -3”1 = gm(1+NA) = j(Cyq+ ACyyp). (D.7)
¢ Vour = 0
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In these equations, A is the voltage division ratio betwegrand g Yy is the admittance
at the body node) is the ratio between,g, and g, a is the ratio betweengand g, and

Cgt is the total gate capacitance. Expressions for these variables are as follows:

Vv jwC
A = sbs _ 1%%g0. (D.8)
Vgs Yb
1 . 1 .
R, Ry
n = Imp. (D.10)
Om
a = %, (D.11)
gdo
-1
wg = [Ry(Cyp+ Cep* Cyp) (D.12)
Cor = Cys* Cyq+ Cyp- (D.13)

D.2 Noise Rrameters for Complete Model

Using (D.5) and (D.6), noise parameters for the MOSFET including all second-
order effects can be derived, as outlined in Appendix C. The alternative noise parameters
(R, G, and R), defined in (C.6), (C.14), and (C.15), are given in Table D-1, where

1+ [wcdb/(ngm)]zg
0 1+(w/wg)® O

Py = (D.14)

As can be seen by examining (D.15), (D.16), and (D.17), the gate-to-body capacitance
greatly complicates all of the equations.
These alternative noise parameters can then be used to find more conventional

noise parameters, using (C.16) fot, ZC.8) for R, (C.10) for Ry, (C.11) for Xy, and
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Table D-1 Alternative noise parameters for complete MOSFET model

Y94 g
R, = —2+n°RPg E,ymE (D.15)
Y24 2
Y930 2.2 004C4b 2.2 —-jwCer0, W °cl b
G, = R EPCh; + — DL 4 20 CngRe[ 5 }D g (D.16)
Y240 Y] b 10 Ry|Yy
ngoﬁyzﬂ y21 ijCZbD .
—0 SA + 2A|c|(uC R =il
Y2l Yo 00
21 [ m 0
22
O . wC,,0 JwC 0
P, = yngD—j|:wCGT %1 [AlclooC } ngg Ej gb(gmb b)[(D.17)
|y21| 0 O o Rb|Yb| Yo1 0

(C.18) for Ryin. Now that explicit equations are in hand for the noise parameters for the
complete model of a MOSFET, a numerical simulator (e.g., Matlab) can be utilized to
probe the effect of each model parameter on the noise parameters. Graphical results for
this exercise are shown in Figure 2-7. Further intuition can be gained by looking at case
studies considering the noise parameters for various second-order effects, while neglecting

all other second-order effects, as discussed in the next section.

D.3 Case Studies: Noisafmeters for Second-Ordeifétdts

D.3.1 Case 1 - Edct of C‘@

The simplest case for evaluating the noise parameters is to consider the first-order
effect, which is thermal noise at the draig)(ias well as the effect of {g. Substrate resis-
tance and all other capacitances excegide neglected. Under these assumptiopgry

Om - JwCqq CoT= Cys* Cya and the input noise generators become

id id
vV, = —= — D.18
" Yo Gp—iwCyq (D-18)
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. g . 4 jwr
iy = —(jwC =g D.19
nl y21(J GT) . J‘*)nga**rm ( )

where the cutoff frequency of the MOSFET is equal to

Im

- _>°m (D.20)
P17 Cyet Coq

The alternative and impedance-based noise parameters are easily obtained and are shown

in the following table, D-2. To obtain the noise parameters withQjgt Simply set G=0.

Table D-2 Noise parameters considering C

Alternative Noise Parameters Impedance-Based Noise Parameters
R, = Y (D.21)
2 ﬂA)nglf Froinn = 1 (D.22)
A ggol L+ 7 0
Om
_ 2 _ o OW[F 1
G = Ru(wCq1)™ = Y940 (D.23)
n n OQ,)TD |:1 .\ d‘oCQdDZ:|
H Im 0
. 1
Pni = Ru(-iwCgr) (D.24) Zopt1 = o (D.25)

Looking at these noise parameters, it can first be seen that the optimal source
impedance is an inductor which series resonates wjth Eecond, the optimal source
resistance is a short, meaning that when driving the network with a resistive load, a noise
mismatch occurs. Furthermore,f = 1, meaning that with perfect noise matching (i.e.,
Rg=0), the MOSFET does not add noise. This is due to there being only one noise source,
which is fully correlated to itself; hence, & 0, while R, = 0 as well. However, i, =1

is physically unreasonable, meaning that second-order effects will determpine F
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The effect of GIN is now analyzed, while neglecting substrate resistance and all

other capacitances excepgLUnder these assumptions;1y= g, Cgt = Cyg and the
iInput noise generators become

(D.26)

(D.27)
The noise parameters can then be derived, and are given in the following table, D-3

Table D-3 Noise parameters considering GIN

Alternative Noise Parameters

Impedance-Based Noise Paramets
- _Y
I:\)n2

= > F

(D.28) =1+ oW [yA
a gdo

E&»TD?/l_lclz (D.29)

Gn

2 W
2 = RnZ(ngs) b, = ygdo%rgzbz (D.30)
I3n2 =R .

w(-jwCy9by  (D.31)] 7z M |c

opt2 —

ng%né E (D.32)

The following variables have been introduced

b, = 1+Ac],

(D.33)
b, = 1+ 2A|c| +A° (D.34)
2
oa
—. D.35
5/ (D-35)
Examining this set of noise parameters, it can first be seen that the inclusion of

GIN causes the optimal source reactance to slightly decrease. This means that series
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resonance should occur at a higher frequency, as indicated in [Sha97]. Second, an optimal
source resistance is now present, causipng, Eo be greater than one. This is due to the
drain and gate noises not being fully correlated. Thig,fs proportional tawwy, mean-

ing that as technologies scale to shorter channel lengths, lower noise figures will occur for
a given operating frequency. Fourth, the optimal source impedance is directly proportional
to Qys Where Qgis defined in (2.11). This means that as the device becomes smaller (or

frequency decreases)g{and 7, both increase.

D.3.3 Case 3 - fdct of R,, Excluding G,

Substrate resistance generates thermal noise which is coupled into the device
through bulk transconductance and bulk capacitancgg @, Csp). The inclusion of
Cyp complicates the equations considerably; therefore, the equations for the full model
should be used to examine the effect @f,0Gn noise. Neglecting g, and Gy, then y,; =
Im: A =0, and Gg7 = Cy4s The bulk admittance,  is defined in (D.9), where g = 0.

This results in the following input noise generators:

_ ld +'Rb[9mb jwCyp

= D.36
g, gmﬂtﬂ(w/wB)Ehb (0-39)

, W
i 5= |d5’0£ (D.37)
The noise parameters can then be derived, and are given in the following table, D-4, where
®g accounts for the effect of bulk capacitance on noise.

Examining these noise parameters, it can first be seen that substrate resistance
changes By, While leaving X,,; unmodified. Second, fj, has a non-monotonic relation-

ship with R,, peaking at a certain value of,Rror R,=0, PgR,=0, and hence kg, = 1. On
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Table D-4 Noise parameters considering substrate resistance and exclyding C

Alternative Noise Parameters Impedance-Based Noise Parameters
2
R = —— +N°Ry® (0:38)) g = 140090 Yo g R (D.39)
a9y, min3 Q*)T%j o BYm b
W
Gy = VG dOEhTE (D.40)
- _Y ; a 01
Png = (-jwCy) D41) z = Bog R +jH=H (D42
a’Qyq P T WCyN Y 89 b JEbngSD (D-42)

the other hand, for very large RFi, approaches 1 as well (the limit dfgR, as R,
approaches infinity is zero, sing®; approaches zero faster thag &proaches infinity).

Fmin is larger than 1 for Rvalues in between O and infinity. This shows that short- or
open-circuiting the substrate is valuable for minimizing noise figure. This is the case for
most other RF performance metrics as a function of substrate resistancey,FoCgs n

= 0.25, andw/wy ~ 0.25, R, peaks at around 500. For this case, the substrate resis-
tance range between 40 and ID$hould be avoided if possible to minimizg; &

Care must be taken in trying to obtain the noise parameters as a function ofypnly R
and drain noise (i.e., neglecting all bulk capacitances). On first glance, it seems that this
can be achieved by settinhg = 1. However, this will only match for small values of,R
The characteristic of decreasing,f for very large values of Rwill not be obtained,
since®g should approach zero ag Bpproaches infinity. This means that for large values

of Ry, the bulk capacitances ygand Gp) cannot be neglected.



APPENDIX E
INJECTION LOCKING OF OSCILLATORS

E.1 Owerview

Any oscillator can be locked or synchronized to an external signal whose fre-
guency (or harmonic) is close to the natural frequency of the oscillator. This type of circuit
is known as an injection-locked oscillator (ILO), where the oscillator is locked to either
the fundamental, subharmonic, or superharmonic of the natural oscillating frequency. The
first presentation of ILOs was by Adler in 1946 [AdI46], where he developed a differential
equation relating the phase difference between the locking (input) and oscillator (output)
signals for small-level input signals near the natural frequency of the oscillator. From this,
the locking frequency range and voltage levels were related, and then the transient pull-in
process was investigated. This theory was extended by [Pac65] to accommodate large
input-locking levels. The noise properties of ILOs have also been investigated, where the
ILO behaves as a first-order phase-locked loop with regards to noise on the input locking
signal [Kur68, Ll0o98]. Multiple other investigations and applications of ILO’s exist
[Sch71, Uzu85, Zha92, Rat99], and ILOs remain a topic of active research.

The function of this appendix is to review the basic operation of an ILO and to
emphasize the results that are important for clock receivers which utilize a superharmonic
ILO in the frequency divider. Therefore, the basic differential equation for the phase offset
between the input and output signals will be reviewed, followed by a presentation of the

locking range, its dependence on signal level, and the steady-state phase error between the
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input and output signals. This theory is a summary of the relevant results presented in

[AdI46] and [Pac65]. Finally, the phase noise of the ILO will be presented.

E.2 Theory for Injection Locking

E.2.1 Basic Model

Figure E-1(a) shows the basic model for an ILO. Here, the oscillator is modeled
simply as a feedback network with a forward path of H(s). This model can therefore be
applied to either LC oscillators or ring oscillators. In the absence of an input signal, the
circuit will oscillate at its natural frequencay,. At this resonant frequency and only at this
frequency, the output of the circuitd/and the error signal, E, are in phase. When a lock-
ing signal with amplitude Y is injected into the loop at a frequenay = w, + Aw, a dif-
ferent error signal is produced which is phase-shifted (and magnitude-shifted) with respect
to V. The loop will then oscillate at a frequency where the phase-shift through H(s) is the
opposite of the phase-shift induced betwegya¥d E.

Phasor representations can be used to illustrate the circuit operation, where E is the

vector sum of the phasors \and \p, as shown in Figure E-1(b). Here; \’s assumed to

+ E
VL H(S) VO
+
(a)
Figure E-1 (a) Basic feedback model of an injection-locked oscillator.

(b) Phasor representation of the system.
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be at rest with respect to the observer; thus, the plane itself is rotating at an angular fre-
quency ofw, . Alternately, the actual sinusoidal voltage signals will be the projection of
these phasors onto a line which is rotatingaat Both Vg and E will rotate in this refer-

ence plane at a velocity %ei , corresponding to an angular frequem;yr%gt .

E.2.2 Differential Locking Equation

From Figure E-1(b)p can be related 18, V|, and \{ by the following:

V, sin®

—. E.l
Vo +V, cosB ED

tang =

The open-loop oscillator circuit--that which is represented by H(s)--is assumed to be gen-
erating a phase shift which decreases linearly versus frequency around the band of inter-

est. The slope of this phase versus frequency response is

‘d ‘ (E.2)

For a tuned circuit with quality factor, Q, A 2Q)/w, . Therefore, at an input frequency

of w-wL+de H(s) generates a phase shift (with respect to the phag @it

dt

_ _ d6_ . O_ _,[d8 O
Q= —A((D—(L)O) = _AB‘OL + a —(DoD = —Am _AwOD’

(E.3)
whereAw, is the difference between the natural and locking frequencigsy( ). Plug-
ging this into (E.1) and making a small-angle approximation of@an, results in the

locking equation for an ILO, as follows [AdI46, Pac65]:

de _ sin@
dt 0 EAEVD 1+(V /Vo)cosh

(E.4)
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E.2.3 Locking Range and Locking Signalvké

The ILO is locked whe® is constant, which is Whe%—? = 0. Therefore, the lock-

ing range Aw,, can be obtained from (E.4), as follows:

A in@
_iL 0 sin
A% = i o+ (V. /Vg)co®® (E5)
For small input locking signals (¢<V(), this locking range reduces to
_ it Yo
Aw, = = v inB. (E.6)
° [l OETS

As can be seen, the locking range increases astfeases. Also, as the slope of the phase
shift versus frequency decreases, the locking range increases. This corresponds to a lower
effective Q of the circuit. The required input locking signal level can be obtained from

(E.4), by knowing that |sifi] is always less than 1, resulting in the following:

—= > Aw,A. (E.7)
VO

E.2.4 Steady-State Phase Error

The steady-state phase error between the input locking signal and the ILO output

signal is given as follows [Pac65]:

O O
O Aw,A o 0 Aw,A O
O+ sin™ " F———[1. (E.8)

0, = sin‘1EV
2
1+ (Bw,A) T 1+ (BweA)™
O

At the natural frequency of the IL@gqis zero. This steady-state phase error will result in

a skew for the ILO when it is used as a frequency divider in the clock receiver. This skew

will depend on the signal level of the injected signa|, Y¥or a superharmonic ILO used as



264

a frequency divider, this phase difference will be with respect to the input frequency; thus,

the output steady-state phase error is that given in (E.8) divided by N.

E.3 Phase Noise of Injection-Laaik Oscillators

The phase transfer-function of an ILO with a noisy signal, with amplituge V

added at the input can be shown to be [LI098, Rat99, Kur68]

Vi i
co
O, AV 7 ¥y E9)
cl)in S+ VL cosd L
AD‘/O ss

The last term, WV, represents the input phase noise. The division by the input injected
power level is due to the conversion from input additive noise to phase noise [Ega90]. Tak-

ing the magnitude squared of (E.9), the output phase noise of the ILO is

Sin(®)
ity

(B

S, (®) = (E.10)

where G and §, are the output and input power spectral densities (PSD’s) of the phase,

and B can be shown to be:

\% \
2_gYL f _gVe of_ 2
B DAD\/OCOSGSSD NaVAE (Awy)”. (E.11)

If the ILO is being used as a frequency divider, the output phase PSD in (E.10) is divided
by N2, where N is the division ratio [Rat99]. Examining (E.10), it can be seen that the ILO
behaves like a first-order phase-locked loop with respect to input phase noise [Rat99], fil-
tering the noise with a low-pass response. Here, the bandwidth of the equivalent low-pass

filter is a function of the input injection level.



APPENDIX F
QUALITY FACTOR OF RING OSCILLATOR

It is useful to model the quality factor (Q) of a ring oscillator. This Q can then be
applied to the results presented in Appendix E on injection-locked oscillators. Using the
model provided in [Ega99], a ring oscillator can be modeled as an ideal inverter with zero
delay (providing a 18Dphase shift) in a loop with an element which has a delay of T, as
shown in Figure F-1. The delay element causes a phase-shift in the loop equal to

0= wT. (F1)
The loop will oscillate at the frequency wheas equal tor, since the inverter provides

the other 18®phase shift. Thus, the oscillation frequency is equal to

_ T
000 = _—I_ (FZ)

The quality factor (Q) of an oscillator is related to the oscillation frequency and phase-
shift through the oscillator, as follows [Raz94]:

0= % -

Ideal Inverter (no delay)

Delay

T

Figure F-1 Model of ring oscillator as an ideal inverter followed by a delay element, used to
find the Q of a ring oscillator.
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Taking the derivative of (F.1), and applying the result to (F.3) results in [Ega99]

_ W o _
Q—-z—DT—

NI

(F.4)

Thus, ring oscillators have very low Q’s. As a result, they can be injection locked over a
very large frequency, since the locking frequency range is inversely dependent on Q, as
shown in Appendix E. Also, due to the low Q, ring-oscillators typically have poor phase-

noise performance, resulting in higher jitter.



APPENDIX G
RELATIONSHIP BETWEEN JITTER AND PHASE NOISE

The root-mean-squargihase jitteris defined as the square root of the variance of
the difference between the phase of a signal at the beginning and end of a period, T

[Ega99]. This variance is:

2 2
0, = E{[@(t+T)—o(t)]"} . (G.1)
This is converted to jitter in time by simply dividing the phase jitter variance by the square

of the angular frequency of the signal. The autocorrelation functi@nsof

Ry = El@(t+Do(n)] = [ Ly(fe*™df, (G2)

whereLf) is the single-sideband phase noise density, Ryl and L(f) are a fourier-
transform pair. The single-sideband density is one half the double-sideband phase power

spectral densityg,(f). Therefore, the jitter variance in time can be expressed as [Haj99]

( . EE[ L(f)edf f L(f)e?™Tqg (G.3)
21

( EE[ S,(f)df - (p(f) "Z“”df-%[ S(p(—f)ejZT[def%

2mf ) —® O

( o EE[s(p(f)df (p(f)ejznﬁdf—zj’ s,(f)e’ ¥ Td

21

(2 — EE[ Sy(F)[L1- cos(2rrfT)]de

- ‘; ~ EIO Sy()sin’(TdT) df
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